Delay Fokker-Planck equations, perturbation theory, and data analysis for nonlinear stochastic systems with time delays
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We study nonlinear stochastic systems with time-delayed feedback using the concept of delay Fokker-Planck equations introduced by Guillouzic, L’Heureux, and Longtin. We derive an analytical expression for stationary distributions using first-order perturbation theory. We demonstrate how to determine drift functions and noise amplitudes of this kind of systems from experimental data. In addition, we show that the Fokker-Planck perspective for stochastic systems with time delays is consistent with the so-called extended phase-space approach to time-delayed systems.
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I. INTRODUCTION

There are various examples of stochastic systems with time-delayed feedback in the inanimate and animate world. The reason for this is that many complex stochastic systems exhibit self-regulating control mechanisms in terms of feedback loops. By means of such feedback loops, signals or other key quantities are fed back from output to input interfaces. Usually, the transmission takes some time, which implies that the input signals are related to the output signals at earlier times. In order to study the implications of feedback delays, we may regard feedback loops as simple transport mechanisms that provide input variables in terms of time-delayed output variables. In this case, the systems at hand can be described in terms of stochastic systems with time-delayed feedback.

In life sciences, prominent examples of complex systems with time delays are population dynamics [1,2] (where delays are given by maturation times), the spread and the dynamics of infectious diseases [3] (where delays are related to the inactive infected phase), neural networks [4–12], and motor control systems (where delays can be found in terms of signal transmission times between receptors, muscles, and brain areas and in terms of receptor measurement times [13–15]). In the latter context, breathing [16], balancing [17], standing [18–21], pointing talks [22,23], synchronized and coordinated movements [24–26], and the pupil light reflex [27] have been discussed. Further examples of biological systems involving time delays are reviewed in [28]. In the inanimate nature, some examples of complex systems with time delays are laser systems with optical feedback [29–43] centered around the Ikeda equation and the Lang-Kobayachi equation [44–47], VCSELs with time-delayed feedback control [48,49], hydrodynamic problems [50–52], chemical surface reactions [53], and feedback-regulated voltage-controlled oscillators [54–57].

In many cases, stochastic systems with time-delayed feedback can be described in terms of stochastic delay differential equations of the form

\[
\frac{\partial}{\partial t} X(t) = h(X(t),X(t-\tau)) + g(X(t),X(t-\tau))\Gamma(t),
\]

where \(X(t)\) describes a state variable, \(\tau>0\) is the time delay, \(h(x,y)\) is the drift function, \(g(x,y)\) denotes a (state-dependent) noise amplitude, and \(\Gamma(t)\) refers to a Langevin force [58] normalized to unity like \((\Gamma(t)\Gamma(t'))=\delta(t-t')\) [here \(\delta(\cdot)\) denotes the delta function and the brackets \(\langle \cdot \rangle\) denote an ensemble average]. The advantage of Eq. (1) is that it appeals to our intuition. If we think of a stochastic system as a system that is affected by a deterministic force on the one hand, and a fluctuating force on the other hand, then Eq. (1) nicely corresponds to this picture, provided that we identify \(h\) with the deterministic force and the product \(g\Gamma\) with the fluctuating force. The disadvantage of Eq. (1) is that it can hardly be solved analytically in a direct way. That is, the derivation of analytical expressions for mean values and variances, correlation functions, and probability distributions on the basis of Eq. (1) in a direct way is often mathematically involved. A solution to this problem can be easily found for stochastic systems without delay. For \(h(x,y)=h(x)\) and \(g(x,y)=g(x)\), Eq. (1) reduces to a Langevin equation [58]. In this case, analytical results can conveniently be derived in an indirect way, namely by solving the corresponding Fokker-Planck equation, see Fig. 1. Therefore, at issue is to treat stochastic systems with time delays in a similar way. That is, as shown in Fig. 1, the objective is to develop a Fokker-Planck perspective for systems described by Eq. (1) and to exploit this perspective in order to solve analytically the stochastic delay differential equation (1). The key step in this regard has been carried out in a study by Guillouzic et al. [59] in which a delay Fokker-Planck equation for Eq. (1) has been derived. Since then, several results have been obtained from this Fokker-Planck perspective [60–64] consistent with alternative studies in which the stochastic delay differential equation (1) has been solved directly for linear systems [65–67]. So far, however, nonlinear stochastic systems with time delays have not been treated analytically in general (for exceptions, see the small time delay approach [59] and the variable transformation approach [61,67]).
In the present study, we will dwell on the development of a Fokker-Planck perspective for stochastic systems with time delays. In Sec. II, we will show that the delay Fokker-Planck equation derived by Guillouzic et al. is consistent with a technique that is nowadays frequently used: the extended phase-space approach [32,34,51,54,55,68]. In Sec. II A, we will exploit the Fokker-Planck approach to derive the first-order statistics (i.e., the stationary probability densities) for nonlinear stochastic systems with time delays. The focus will be on systems with feedback loops that only weakly affect the system dynamics. Such systems have previously been analyzed by means of master equations [48,69,70]. Examples will be given in Sec. II B. In Sec. II C, we will use the Fokker-Planck approach to study the second-order statistics of stochastic systems with time delays. In this context, we will briefly elucidate how to derive analytically autocorrelation functions for systems described by Eq. (1) and how to estimate the functions $h$ and $g$ involved in Eq. (1) on the basis of experimental observations.

II. DELAY FOKKER-PLEANCK EQUATIONS AND EXTENDED PHASE-SPACE APPROACH

We consider a random variable $X(t) \in \Omega$ that is defined by Eq. (1) for $t > 0$ and subjected to particular boundary conditions (e.g., natural, periodic, or mixed boundary conditions). For $t \in [-\tau, 0]$, we assume that $X(t)$ is given by the initial function $\varphi_0$: $X(-\tau) = \varphi_0(-\tau)$ with $\tau \in [0, \tau]$. In order to interpret the multiplicative noise term in Eq. (1), we first write Eq. (1) in the form of

$$X(t) = X(t') + \int_{t'}^t h(X(s), X(s - \tau)) ds$$

$$+ \int_{t'}^t g(X(s), X(s - \tau)) dW(s),$$

where $W(t)$ denotes a Wiener process [71]. Next, we note that expressions like $\int_{t'}^t X^n(s) dW(s)$ with $n = 1, 2, \ldots$ can be interpreted according to the Stratonovich or Ito calculus [71].

In contrast, expressions like $\int_{t'}^t X^n(s - \tau) dW(s)$ with $\tau > 0$ can only be interpreted according to the Ito calculus [72]. As a result, the multiplicative noise integral $\int_{t'}^t g(X(s), X(s - \tau)) dW(s)$ can be discretized with respect to time [71] in two different ways: we can either use the Stratonovich rule for the first argument of $g(x,y)$ and the Ito rule for the second argument, or we can use the Ito rule for both arguments. We will show below that these two options are also present in the delay Fokker-Planck equation corresponding to Eq. (1).

Now let us turn to the extended phase-space approach to delay differential equations. There are two closely related approaches. First, we can define a random path function $\varphi(z)$ of length $\tau$ at every time point $t$ by

$$\varphi(z) = X(t - z)$$

for $z \in [0, \tau]$. In particular, we have

$$\varphi(0) = X(t), \quad \varphi(\tau) = X(t - \tau),$$

and reobtain the initial function $\varphi_0(z) = X(-z)$ with $z \in [0, \tau]$. If we regard the random path function $\varphi(z)$ as a function of the arguments $t$ and $z$, then it is defined on an extended domain of definition given by $[0, \infty) \times [0, \tau]$. That is, the stochastic process under consideration is embedded in a two-dimensional space. Second, a random path function $\varphi_{t'}(z)$ can be defined at discrete time points $t_n = n \tau$ by

$$\varphi_{t'}(z) = X(t) \quad \text{with} \quad t = z + n \tau, \quad z \in [0, \tau], \quad n = 0, 1, 2, \ldots.$$}

That is, we have $\varphi_{t'}(z) = X(z + n \tau)$ [32,34,51]. Here the stochastic process is studied on the domain of definition $Z \times [0, \tau]$, where $Z = \{0, 1, 2, \ldots\}$. In what follows, we will use the random path function $\varphi_{t'}(z)$.

First, we assume that a particular random path of $X(t)$ is given on an interval $[t' - \tau, t']$ and denote this path by $\varphi_{t'}(z)$. Next we consider time points $t$ that fall in the subsequent interval $[t', t' + \tau]$. In this case, the time-delayed state variable $X(t - \tau)$ can be expressed by means of $\varphi_{t'}(z)$ like

$$X(t - \tau) = \varphi_{t'}(\tau) = \varphi_{t'}(\tau - t + t'),$$

see Fig. 2.

Consequently, $X(t - \tau)$ can be eliminated in Eq. (2), which leads to the stochastic integral equation

$$X(t) = X(t') + \int_{t'}^t \tilde{h}(X(s), s) ds + \int_{t'}^t \tilde{g}(X(s), s) dW(s)$$

that involves the time-dependent coefficients $\tilde{h}$ and $\tilde{g}$ defined by

$$\tilde{h}(x, s) = h(x, \varphi_{t'}(\tau - s + t')),$$

The physical implications of this equation will be elucidated in Sec. III. The Fokker-Planck techniques to be used in Secs. IV and V will be based on this formulation.

FIG. 1. Delay Fokker-Planck equations represent one of the four corners of a theory of stochastic systems with time delays.

FIG. 2. Illustration of Eq. (5).
The stochastic integral equation (6) describes a Markov diffusion process with probability density \( P(x,t) = \langle \delta(x - X(t)) \rangle \) and transition probability density \( P(x,t| x', t') \) provided that the random path \( \varphi_r(t) \) is given. Consequently, the evolution equations of \( P(x,t| \varphi_r) \) and \( P(x,t| x', t'; \varphi_r) \) are defined by

\[
\frac{\partial}{\partial t} P(x,t| \varphi_r) = \hat{L}(x, \nabla_x, \varphi_r) P(x,t| \varphi_r),
\]

\[
\frac{\partial}{\partial t} P(x,t| x', t'; \varphi_r) = \hat{L}(x, \nabla_x, \varphi_r) P(x,t| x', t'; \varphi_r)
\]

with

\[
\hat{L}(x, \nabla_x, \varphi_r) = -\frac{\partial}{\partial x} \left[ h(x,t) + \frac{\nu}{2} g(x,t) \frac{\partial g(x,t)}{\partial x} \right] + \frac{1}{2} \frac{\partial^2}{\partial x^2} g^2(x,t).
\]

The reason for this is that the stochastic feedback system (1) depends only on one particular previous time point \( t = \tau - \tau \). Consequently, all paths \( \varphi_r \) that involve the same variable \( X(t, \tau) \), the probability densities \( P(x,t| \varphi_r) \) and \( P(x,t| x', t'; \varphi_r) \) evolve in the same way at time \( t \). In other words, the evolution of the probability densities at time \( t \) depends only on \( X(t, \tau) \). Therefore, Eqs. (9)–(11) become

\[
\frac{\partial}{\partial t} P(x,t| x', t) \Bigg|_{t = \tau - \tau} = \hat{L}(x, \nabla_x, x_r) P(x,t| x', t - \tau),
\]

\[
\frac{\partial}{\partial t} P(x,t| x', t'; x_r) \Bigg|_{t = \tau - \tau} = \hat{L}(x, \nabla_x, x_r) P(x,t| x', t'; x_r - \tau)
\]

with

\[
\hat{L}(x, \nabla_x, x_r) = -\frac{\partial}{\partial x} \left[ h(x,x_r) + \frac{\nu}{2} g(x,x_r) \frac{\partial g(x,x_r)}{\partial x} \right] + \frac{1}{2} \frac{\partial^2}{\partial x^2} g^2(x,x_r).
\]

Note that [as indicated on the left-hand sides of Eqs. (12) and (13)] the partial derivatives with respect to \( t \) act only on the very first time arguments and do not act on the time variable involved in the constraint. Let us emphasize the meaning of Eqs. (12) and (13). Equation (12) describes how \( P(x,t) \) changes at time \( t \) provided that the system is at time \( t - \tau \) in the state \( x_r \). Accordingly, if we are dealing with a system that is at time \( t - \tau \) in the state \( x_r \) and evolves during the time interval \([t - \tau, t]\) such that it is distributed at time \( t \) like \( P(x,t) \), then for a small time step \( \Delta t \) the distribution \( P(x,t + \Delta t) \) is simply given by \( P(x,t + \Delta t) = (1 + \Delta t \hat{L}) P(x,t) + O(\Delta t^2) \). Likewise, from Eq. (13) it follows that if we have a system at hand which is at time \( t - \tau \) in the state \( x_r \) which is at time \( t' \) in the state \( x' \), and evolves during the time interval \([t - \tau, t]\) such that it is distributed at time \( t \) like \( P(x,t) \), then \( P(x,t + \Delta t) \) is given by \( P(x,t + \Delta t) = (1 + \Delta t \hat{L}) P(x,t) + O(\Delta t^2) \) again.

Multiplying Eq. (12) with \( P(x,t - \tau) = \langle \delta(x - X(t - \tau)) \rangle \) and integrating the result with respect to \( x_r \), we obtain the evolution equation

\[
\frac{\partial}{\partial t} P(x,t) = \int \Omega dx \hat{L}(x, \nabla_x, x_r) P(x,t; x_r - \tau),
\]

which can alternatively be expressed as

\[
\frac{\partial}{\partial t} P(x,t) = \tilde{F}(x, \nabla_x) P(x,t)
\]

for

\[
\tilde{F}(x, \nabla_x) = \int \Omega dx \left\{ -\frac{\partial}{\partial x} \left[ h(x,x_r) + \frac{\nu}{2} g(x,x_r) \frac{\partial g(x,x_r)}{\partial x} \right] + \frac{1}{2} \frac{\partial^2}{\partial x^2} g^2(x,x_r) \right\} P(x,t; x_r - \tau).
\]

We will refer to Eqs. (15) and (16) as delay Fokker-Planck equations. They have first been derived by Guillouzic et al. [59] using Ito's stochastic equation and can also be derived using a stepwise representation of stochastic processes with time delays [62]. Multiplying Eq. (13) with \( P(x,t - \tau) = \langle \delta(x - X(t - \tau)) \rangle \) and integrating the result with respect to \( x_r \) we get the evolution equation

\[
\frac{\partial}{\partial t} P(x,t| x', t') = \int \Omega dx \hat{L}(x, \nabla_x, x_r) P(x,t; x_r - \tau|x', t').
\]

Multiplying Eq. (18) with \( P(x', t') = \langle \delta(x' - X(t')) \rangle \), it follows that the joint probability density evolves like

\[
\frac{\partial}{\partial t} P(x,t| x', t') = \int \Omega dx \hat{L}(x, \nabla_x, x_r) P(x,t; x_r - \tau; x', t').
\]

This relation has been previously derived in [64] using the stepwise representation of stochastic processes with time delays mentioned earlier. In the following sections, we will use the delay Fokker-Planck equation (15) for \( P(x,t) \) in order to determine the first-order statistics of \( X(t) \). Likewise, we will use the delay Fokker-Planck equations (18) and (19) for \( P(x,t| x', t') \) and \( P(x,t; x', t') \) for the purpose of data analysis and in order to determine the second-order statistics of \( X(t) \).

**A. First-order statistics and perturbation theory**

1. Perturbation theory for stationary probability densities

In what follows, we assume that the time-delayed feedback of a system interacts only weakly with the system dynamics such that the drift force \( h \) of the system can be de-
composed into \( h(x,x_\tau) = h^{(0)}(x) + h^{(1)}(x,x_\tau) \), where \( h^{(1)} \) can be regarded as a small perturbation. That is, we deal with perturbation theory and assume that the orders of magnitude are \( h^{(0)} \approx O(0) \) and \( h^{(1)} \approx O(1) \). For the sake of convenience, we put \( g(x,x_\tau) = g^{(0)}(x) \approx O(0) \) (for a more general case, see Appendix A). Then, Eq. (1) becomes

\[
\frac{\partial}{\partial t} X(t) = h^{(0)}(X(t)) + h^{(1)}(X(t),X(t-\tau)) + g(X(t))\Gamma(t).
\]  

(20)

Let us decompose the operator \( \hat{F} \) like \( \hat{F} = \hat{F}^{(0)} + \hat{F}^{(1)} \) with

\[
\hat{F}^{(0)} = -\frac{\partial}{\partial x} \left[ h^{(0)}(x) + \frac{\nu}{2} g^{(0)}(x) \frac{\partial g^{(0)}(x)}{\partial x} \right] + \frac{1}{2} \frac{\partial^2}{\partial x^2} [g^{(0)}(x)]^2,
\]

(21)

\[
\hat{F}^{(1)} = -\frac{\partial}{\partial x} \int_{\Omega} dx h^{(1)}(x,x_\tau) P(x_\tau, t - \tau|x,t),
\]

(22)

such that \( \hat{F}^{(0)} \approx O(0) \) and \( \hat{F}^{(1)} \approx O(1) \). Furthermore, \( P(x,t) \) and \( P(x,t|x',t') \) may be decomposed like

\[
P(x,t) = P^{(0)}(x,t) + \epsilon(x,t) + \chi(x,t) + O(2),
\]

(23)

\[
P^{(1)}(x,t) = P^{(0)}(x,t|x',t') + \epsilon(x,t|x',t') + O(2).
\]

(24)

Here, the orders of magnitude are \( P^{(0)}(x,t), P^{(0)}(x,t|x',t') \approx O(0) \), and \( \epsilon(x,t), \epsilon(x,t|x',t') \approx O(1) \). The function \( \chi \) deserves special attention. \( \chi \) is a term of second-order [i.e., we have \( \chi \approx O(2) \)] but it does not contain all possible second-order terms. The explicit definition of \( \chi \) will be given below.

Substituting Eqs. (23) and (24) into Eq. (16) and collecting all terms of zeroth and first order gives us

\[
\frac{\partial}{\partial t} P^{(0)}(x,t) = \hat{F}^{(0)} P^{(0)}(x,t),
\]

(25)

\[
\frac{\partial}{\partial t} \epsilon(x,t) = \hat{F}^{(0)} \epsilon(x,t) - \frac{\partial}{\partial x} \left[ \int_{\Omega} dx h^{(1)}(x,x_\tau) P^{(0)}(x_\tau,t) - \tau|x,t | P^{(0)}(x,t) \right].
\]

(26)

Furthermore, it is clear that the unperturbed transition probability density is defined by

\[
\frac{\partial}{\partial t} P^{(0)}(x,t|x',t') = \hat{F}^{(0)} P^{(0)}(x,t|x',t').
\]

(27)

In addition, we require that \( \chi \) satisfies the evolution equation

\[
\frac{\partial}{\partial t} \chi(x,t) = \hat{F}^{(0)} \chi(x,t) - \frac{\partial}{\partial x} \left[ \int_{\Omega} dx h^{(1)}(x,x_\tau) P^{(0)}(x_\tau,t - \tau|x,t | P^{(0)}(x,t) \right.
\]

\[
- \left. \times [ \epsilon(x,t) + \chi(x,t) ] \right].
\]

(28)

From Eq. (28) we see that \( \chi \) is a term of second-order, although \( \chi \) does not account for all second-order contributions. Therefore, the expression \( P^{(0)}(x,t) + \epsilon(x,t) + \chi(x,t) \) is only correct up to first-order terms, which is the reason why in Eq. (23) further terms of \( O(2) \) occur on the right-hand side. We consider now the evolution of the probability density \( P^{(1)}(x,t) \), which has been defined in Eq. (23) by \( P^{(1)}(x,t) = P^{(0)}(x,t) + \epsilon(x,t) + \chi(x,t) \). From Eqs. (25), (26), and (28), it follows that

\[
\frac{\partial}{\partial t} P^{(1)}(x,t) = [\hat{F}^{(0)} + \hat{F}^{(1,0)}] P^{(1)}(x,t)
\]

(29)

with

\[
\hat{F}^{(1,0)} = -\frac{\partial}{\partial x} \int_{\Omega} dx h^{(1)}(x,x_\tau) P^{(0)}(x_\tau,t - \tau|x,t | P^{(0)}(x,t)
\]

(30)

and \( P(x,t) = P^{(1)}(x,t) + O(2) \). This evolution equation can be solved in the stationary case. In the stationary case, \( P^{(0)}(x,t|x',t') \) given by Eq. (27) corresponds to the transition probability density of a stationary Markov diffusion processes, which implies that \( P^{(0)}(x,t|x',t') \) depends only on \( |t-t'| \) [73]. In particular, we find the relationship

\[
P^{(0)}_{st}(x,t-\tau|x,t) = P^{(0)}_{st}(x,t+\tau|x,t),
\]

(31)

which should be regarded as one of the key ingredients of our perturbation theoretical approach to stochastic systems with time delays. From Eqs. (29) and (31), it follows that the stationary solution \( P^{(1)}_{st}(x) \) is given by

\[
0 = [\hat{F}^{(0)} + \hat{F}^{(1,0)}] P^{(1)}_{st}(x)
\]

(32)

with

\[
\hat{F}^{(1,0)}_{st} = -\frac{\partial}{\partial x} \int_{\Omega} dx h^{(1)}(x,x_\tau) P^{(0)}_{st}(x_\tau,t + \tau|x,t | P^{(0)}_{st}(x,t)
\]

(33)

and \( P_{st}(x) = P^{(1)}_{st}(x) + O(2) \). Introducing the stationary probability current \( J = \text{const} \) and the delay-induced drift given by

\[
\vec{h}^{(1)}(x) = \int_{\Omega} dx h^{(1)}(x,x_\tau) P^{(0)}_{st}(x_\tau,t + \tau|x,t | P^{(0)}_{st}(x,t)
\]

(34)

Eq. (32) can equivalently be expressed as

\[
J = \int [ h^{(0)}(x) + \frac{\nu}{2} g^{(0)}(x) \frac{\partial g^{(0)}(x)}{\partial x} + \vec{h}^{(1)}(x) ] P^{(1)}_{st}(x)
\]

\[
- \frac{1}{2} \frac{d}{dx} [ g^{(0)}(x) ]^2 P^{(1)}_{st}(x).
\]

(35)

From this relation, the stationary probability density \( P^{(1)}_{st}(x) \) of the stochastic process defined by Eq. (20) can conveniently be determined using the techniques developed for univariate ordinary Fokker-Planck equations [58,71]. In closing these considerations, we would like to note that Eq. (35) can be generalized to stochastic systems with noise amplitudes that depend on time-delayed state variables—as shown in Appendix A.
2. Moments and variance

Recall that \( P_{st}^{(1)}(x) \) is the first-order approximation of the stationary probability density \( P_{st}(x) \); \( P_{st}(x) = P_{st}^{(1)}(x) + O(2) \). Therefore, all moments \( \langle X^n \rangle_{st} \) computed from \( P_{st}^{(1)}(x) \) are first-order approximations of the moments \( \langle X^n \rangle_{st} \) of \( P_{st}(x) \).

Let \( \sigma_{st}^{(1)} \) denote the first-order approximation of the variance \( \sigma^2_{st} \) of \( P_{st}(x) \). Then, \( \sigma_{st}^{(2)} \) may be computed from \( \sigma_{st}^{(2)} = \langle X^2 \rangle_{st} - \langle X \rangle_{st}^2 \). Alternatively, we may use

\[
\sigma_{st}^{(2)} = \langle X^2 \rangle_{st} - \langle X \rangle_{st}^2.
\]

Both expressions differ from \( \sigma^2 \) only by terms of second and higher order: \( \sigma^2 = \sigma_{st}^{(1)} + O(2) \).

3. Limiting cases \( \tau \to 0 \) and \( \tau \to \infty \)

For \( \tau \to 0 \), Eq. (35) reduces to

\[
J = \left[ h^{(0)}(x) + \frac{\nu}{2} \delta^{(0)}(x) \frac{\partial \delta^{(0)}(x)}{\partial x} + h^{(1)}(x,x) \right] P_{st}^{(1)}(x)
\]

\[
- \frac{1}{2} \frac{\partial}{\partial x} \left[ \delta^{(0)}(x) \right]^2 P_{st}^{(1)}(x).
\]

This equation defines the exact stationary probability density of the stochastic process given by Eq. (20) for \( \tau = 0 \). That is, we do not obtain a first-order approximation of the problem without delay but we recover the exact solution,

\[
\lim_{\tau \to 0} P_{st}^{(1)}(x) = P_{st}(x).
\]

The reason for this is that for \( \tau = 0 \), Eqs. (25), (26), and (28) read

\[
\frac{\partial}{\partial t} P^{(0)}(x,t) = \tilde{F}(x) P^{(0)}(x,t),
\]

\[
\frac{\partial}{\partial t} \epsilon(x,t) = \tilde{F}(x) \epsilon(x,t) - \frac{\partial}{\partial x} h^{(1)}(x,x) P^{(0)}(x,t),
\]

\[
\frac{\partial}{\partial t} \chi(x,t) = \tilde{F}(x) \chi(x,t) - \frac{\partial}{\partial x} h^{(1)}(x,x) \left[ \epsilon(x,t) + \chi(x,t) \right].
\]

If we add this equation up, we see that \( P^{(1)}(x,t) = P^{(0)}(x,t) + \epsilon(x,t) + \chi(x,t) \) satisfies exactly the Fokker-Planck equation of the nondelayed problem. It is also clear that if we neglect the function \( \chi \), then Eqs. (39) and (40) do not add up to the Fokker-Planck equation of the nondelayed problem. Therefore, the function \( \chi(x,t) \) plays a crucial role here.

Let us now assume that for the unperturbed system, a stationary solution \( P^{(0)}(x) \) exists. Then for \( \tau \to \infty \) we have \( P_{st}^{(0)}(x) = P_{st}^{(1)}(x) \). Consequently, in this limiting case the delay-induced drift (34) reads

\[
\tilde{h}^{(1)}(x) = \int_{\Omega} dx h^{(1)}(x,x) P_{st}^{(0)}(x)
\]

and the stationary probability density \( P_{st}^{(1)}(x) \) can be obtained from Eqs. (35) and (42). Since the noise-induced drift (42) is independent of \( \tau \), the stationary probability density \( P_{st}^{(1)}(x) \) becomes independent of \( \tau \) in the limit \( \tau \to \infty \).

4. Vanishing probability current

Finally, let us consider stochastic systems with time-delayed feedback for which \( J = 0 \) holds in the stationary case (e.g., systems subjected to natural boundary conditions). Then, from Eq. (37) it follows that the stationary solution \( P_{st}^{(1)}(x) \) is given by

\[
P_{st}^{(1)}(x) = \frac{2}{Z_{g_{st}^{(1)}}(x)} \exp \left\{ \int_{x}^{s} \frac{h^{(0)}(x') + \nu \left[ 4 \frac{d g_{st}^{(0)}(x')}{d x'} \right] + \tilde{h}^{(1)}(x')} {\left[ g^{(0)}(x') \right]^2} dx' \right\},
\]

where \( Z \) is a normalization constant. In particular, if Eq. (20) involves only additive noise, that is, if we have

\[
\frac{d}{dt} X(t) = h^{(0)}(X(t)) + h^{(1)}(X(t),X(t-\tau)) + \sqrt{Q} \Gamma(t),
\]

then we get the Boltzmann distribution

\[
P_{st}^{(1)}(x) = \frac{1}{Z} \exp \left\{ - \frac{2 \left[ V^{(0)}(x) + \tilde{V}^{(1)}(x) \right]}{Q} \right\}
\]

that involves the potentials \( V^{(0)}(x) = -f dx' h^{(0)}(x') \) and \( \tilde{V}^{(1)}(x) = \int f dx' \tilde{h}^{(1)}(x') \) and the normalization constant \( Z \).

B. Examples

1. Natural boundary conditions: Perturbed Ornstein-Uhlenbeck processes

An important class of systems can be described by delay differential equations of the form \( dX(t)/dt = -aX(t) + h(X(t-\tau)) \) with \( a > 0 \). Let us assume that (i) \( X \) is defined on the real line (i.e., we have \( \Omega = \mathbb{R} \)), (ii) the impact of the feedback loop given by \( h \) is weak by comparison with the linear force \(-aX \), and (iii) in addition to \(-aX \) and \( h \), there is an additive fluctuating force. Then, we are dealing with a perturbed Ornstein-Uhlenbeck process defined by

\[
\frac{d}{dt} X(t) = -aX(t) + h^{(1)}(X(t-\tau)) + \sqrt{Q} \Gamma(t).
\]

The unperturbed transition probability density \( P^{(0)}(x,t|x',t') \) corresponds to the transition probability density of an Ornstein-Uhlenbeck process with damping constant \( a \) and read

\[
P^{(0)}(x,t|x',t') = \sqrt{\frac{1}{2\pi K(t-t')}} \exp \left\{ - \frac{(x-x')^2}{2K(t-t')} \right\}
\]

(47)
with $K(t-t')=Q[2a]^{-1}[1-\exp{-2a(t-t')}][58,71]$. Consequently, the delay-induced drift (34) reads

$$\vec{h}^{(1)}(x) = \sqrt{\frac{1}{2\pi K(\tau)}} \int_{\Omega} dx_j h^{(1)}(x_j) \exp \left\{ -\frac{[x_2-xe^{-a\tau}]^2}{2K(\tau)} \right\}$$  \hspace{1cm} (48)

and the corresponding potential is given by

$$\vec{P}_{st}^{(1)}(x) = \frac{1}{Z'} \exp \left\{ \frac{2[ax^2/2 - [2\pi K(\tau)]^{1/2}] \int_{\Omega} dx_j h^{(1)}(x_j) \exp \left\{ -\frac{[x_2-x'e^{-a\tau}]^2}{2K(\tau)} \right\}}{Q} \right\}$$  \hspace{1cm} (50)

and moments are given by

$$\langle X^n_{st} \rangle^{(1)} = \frac{1}{Z'} \int_{\Omega} dx \exp \left\{ \frac{-\frac{1}{Z'} \exp \left\{ \frac{2[ax^2/2 - [2\pi K(\tau)]^{1/2}] \int_{\Omega} dx_j h^{(1)}(x_j) \exp \left\{ -\frac{[x_2-x'e^{-a\tau}]^2}{2K(\tau)} \right\}}{Q} \right\}}{Q} \right\}$$  \hspace{1cm} (51)

2. Comparison with exact results: Linear stochastic delay differential equation

Let us illustrate the perturbation theoretical approach for a system for which an exact analytical solution exists. To this end, we consider the linear model

$$\frac{d}{dt} X(t) = -aX(t) - bX(t-\tau) + \sqrt{Q} \Gamma(t)$$  \hspace{1cm} (52)

with $X \in \Omega = \mathbb{R}$ and $a > b > 0$. In this case, the stationary probability density is given by

$$P_{st}(x) = \sqrt{\frac{1}{2\pi \sigma_{st}^2}} \exp \left\{ -\frac{x^2}{2\sigma_{st}^2} \right\}$$  \hspace{1cm} (53)

with

$$\sigma_{st}^2 = \frac{Q}{2} \left( \frac{1 + b a^{-1} \sinh(\omega \tau)}{a + b \cosh(\omega \tau)} \right)$$  \hspace{1cm} (54)

with $\omega = \sqrt{a^2 - b^2}$ [63,65]. For $b \ll a$, perturbation theory applies. In this case, we have $h_0^{(0)}(x) = -ax$ and $h^{(1)}(x,x_2) = -bx_2$ and Eq. (48) gives us the delay-induced drift

$$\vec{h}^{(1)} = -bx e^{-a\tau}. \hspace{1cm} (55)$$

The potentials satisfy $V^{(0)}(x) + \vec{V}^{(1)}(x) = [a + be^{-a\tau}]x^2/2$ and from Eq. (50) we obtain

$$\vec{P}_{st}^{(1)}(x) = \sqrt{\frac{1}{2\pi K(\tau)}} \int_{\Omega} dx' \int_{\Omega} dx_j h^{(1)}(x_j) \exp \left\{ -\frac{[x_2-x'e^{-a\tau}]^2}{2K(\tau)} \right\} \times \exp \left\{ -\frac{[x_2-x'e^{-a\tau}]^2}{2K(\tau)} \right\}. \hspace{1cm} (49)$$

Since we have $\Omega = \mathbb{R}$ and natural boundary conditions hold, in the stationary case we have $J = 0$, and Eq. (44) with $h_0^{(0)}(x) = -ax$ and $h^{(1)}(x,x_2) = h^{(1)}(x)$ applies. Therefore, $P_{st}^{(1)}(x)$ is found as

$$\vec{P}_{st}^{(1)}(x) = \frac{1}{Z'} \exp \left\{ \frac{-\frac{1}{Z'} \exp \left\{ \frac{2[ax^2/2 - [2\pi K(\tau)]^{1/2}] \int_{\Omega} dx_j h^{(1)}(x_j) \exp \left\{ -\frac{[x_2-x'e^{-a\tau}]^2}{2K(\tau)} \right\}}{Q} \right\}}{Q} \right\}. \hspace{1cm} (56)$$

Expanding this expression with respect to $b$ yields

$$\sigma_{st}^2 = \frac{Q}{2} \left( \frac{1 + b a^{-1} \sinh(\omega \tau)}{a + b \cosh(\omega \tau)} \right) + O(b^2). \hspace{1cm} (58)$$

Likewise, expanding the variance (54) with respect to $b$ leads to

$$\sigma_{st}^2 = \frac{Q}{2a} \left( 1 - \frac{be^{-a\tau}}{a} \right) + O(b^2). \hspace{1cm} (59)$$

That is, the variances of both distributions differ only by terms of second and higher order. Since for Gaussian distributions with vanishing mean all higher even moments can be expressed in terms of powers of variances, we conclude that
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all higher even moments of Eqs. (53) and (56) are equivalent up to terms \( O(2) \), which implies that the distribution (56) indeed describes a first-order approximation of the exact Gaussian solution (53).

### 3. Shifts of fixed points: tanh model

In life sciences, sigmoidal conversion functions with saturation domains are often modeled by means of tanh and arctan functions. Therefore, we consider next a stochastic system subjected to a time-delayed feedback loop that involves such a sigmoidal conversion function. More explicitly, we study the stochastic process defined by

\[
\frac{d}{dt}X(t) = -a X(t) - b \tanh[cX(t - \tau) - \theta] + \sqrt{Q} \Gamma(t)
\]

with \( X \in \Omega = \mathbb{R} \) and \( a, c, \theta > 0 \) and \( b < 0 \) (for similar models, see [19,22,25,74]).

In what follows, we will briefly show that the feedback mechanism for \( \theta \neq 0 \) can result in a shift of the fixed point of the unperturbed system. In this context, it is important to realize that for \( a > 0 \) and \( b < 0 \), the model describes the interplay of two contradictory forces: an attractive force \(-aX\) and a repulsive force \(-b\tanh(t)\). Let us consider now the case \( Q = 0 \). Let \( X_{st} \) denote the stationary solution for \( Q = 0 \). For \( \theta > 0 \), the tanh function is shifted to the right and a system that is located close to the origin is driven to negative state values. Therefore, the fixed point \( X_{st} \) is shifted away from zero to negative values: \( X_{st} < 0 \). Let \( u(t) \) denote a small deviation from the fixed point: \( u(t) = X(t) - X_{st} \). Then, we obtain

\[
u = du/dt = -au(t) - b'(u(t - \tau)) \]

and one can show that for \( \theta < a \) and arbitrary \( \theta > 0 \), we have \( \theta' < a \). This implies that the fixed point \( X_{st} \) is stable [1,68,75]. That is, the deterministic system is monostable. In what follows, we require that the inequality \( \theta < a \) holds. The case \( \theta > a \) will be considered in Sec. II B 4 below.

We assume now that \( \theta \) is small such that the time-delayed feedback yields only a perturbation of the overall dynamics. For \( Q > 0 \), we can apply the perturbation theoretical approach developed in Sec. II A. We have \( h^{(0)}(x) = -ax \) and \( h^{(1)}(x, x) = -b \tanh[c(x, -\theta)] \). From Eq. (48), it follows that

\[
\begin{align*}
\tilde{h}^{(1)}(x) &= - b \sqrt{\frac{1}{2 \pi K(\tau)}} \int_\Omega dx_t \tanh[c(x_t - \theta)] \\
& \times \exp\left\{-\frac{[x_t - x e^{-\alpha \tau}]^2}{2K(\tau)}\right\}
\end{align*}
\]

with \( K(\tau) = Q[2a]^{-1}[1 - \exp(-2a(\tau))] \). In particular, for \( \tau = 0 \), we have \( \tilde{h}_{st}^{(1)} = -b \tanh[c(x - \theta)] \), whereas for \( \tau \rightarrow \infty \) from Eq. (42) it follows that

\[
\begin{align*}
\tilde{h}^{(1)}(x) &= - b \sqrt{\frac{1}{2 \pi K(\tau)}} \int_\Omega dx_t \tanh[c(x_t - \theta)] \\
& \times \exp\left\{-\frac{[x_t - x e^{-\alpha \tau}]^2}{2K(\tau)}\right\}
\end{align*}
\]

Note that \( \tilde{h}^{(1)} \) does not depend on \( x \). Using some geometrical considerations, we see that for \( \theta = 0 \) we have \( \tilde{h}^{(1)} = 0 \), whereas for \( \theta > 0 \) we have \( \tilde{h}^{(1)} < 0 \). The potentials \( V^{(0)}(x) \) and \( \tilde{V}^{(1)}(x) \) are given by

\[
V^{(0)}(x) + \tilde{V}^{(1)}(x) = \frac{a x^2}{2} + b \sqrt{\frac{1}{2 \pi K(\tau)}} \\
\times \int_0^x dx_t \int_\Omega dx_t \tanh[b(x_t - \theta)] \\
\times \exp\left\{-\frac{[x_t - x e^{-\alpha \tau}]^2}{2K(\tau)}\right\}.
\]

where we have chosen the lower boundary of integration such that \( V^{(1)}(0) = 0 \). For \( \tau = 0 \), the potentials read

\[
V^{(0)}(x) + \tilde{V}^{(1)}(x) = \frac{a x^2}{2} + b \ln \cosh[c(x - \theta)] - \frac{b}{c} \ln \cosh[c(\theta)],
\]

whereas in the limit \( \tau \rightarrow \infty \) the potentials are given by

\[
V^{(0)}(x) + \tilde{V}^{(1)}(x) = \frac{a x^2}{2} - \tilde{h}^{(1)} x.
\]

Examples for \( V^{(0)}(x) + \tilde{V}^{(1)}(x) \) are depicted in Fig. 3. We see that for \( \tau > 0 \), the system is driven to the left-hand side just as in the case of \( \tau = 0 \).

The stationary solution \( p_{st}^{(1)} \) can be computed from Eq. (50) and reads

\[
V_{tot}(x) = V^{(0)}(x) + \tilde{V}^{(1)}(x)
\]

FIG. 3. Total potential \( V_{tot}(x) = V^{(0)}(x) + \tilde{V}^{(1)}(x) \) of the tanh model (61) computed from Eq. (64) for \( \tau = 0, \tau = 2, \) and \( \tau = \infty \) (from bottom to top). Other parameters are \( a = 0.5, b = -0.1, c = 2.0, \theta = 1.0, \) and \( Q = 1.0 \).
FIG. 4. Solid lines represent stationary probability densities $P_{st}^{(1)}(x)$ of the tanh model (61) computed from Eq. (67) for $\tau=0$, $\tau=2$, and $\tau=\infty$ (from bottom to top). Other parameters as in Fig. 3. Diamonds represent exact stationary distributions $P_{st}(x)$ of Eq. (61) obtained by solving Eq. (61) numerically using an Euler forward scheme [58] in combination with a Box-Muller algorithm for $\tau=0$, $\tau=2$, and $\tau=20$ (single time step $\Delta t=0.01$, number of realizations $N=10^6$).

In the limiting cases $\tau\to 0$ and $\tau\to \infty$, we have

$$P_{st,\tau=0}^{(1)}(x) = \frac{1}{Z_0} \exp \left\{ - \frac{2}{Q} \left[ \frac{a x^2}{2} + b \right] + \frac{1}{2} \ln \cosh[c(x-\theta)] \right\},$$

$$P_{st,\tau=\infty}^{(1)}(x) = \frac{1}{Z_{\infty}} \exp \left\{ - \frac{2}{Q} \left[ \frac{a x^2}{2} - h_{1,\infty} x \right] \right\},$$

where $Z_0$ and $Z_{\infty}$ are normalization constants. Note that $P_{st,\tau=0}^{(1)}$ is the exact stationary solution of the nondelayed problem (cf. Sec. II A 3). Examples for $P_{st,\tau=0}^{(1)}$, $P_{st}^{(1)}$, and $P_{st,\tau=\infty}^{(1)}$ are given in Fig. 4. Solving the tanh model numerically, we see that for the selected parameters the probability densities $P_{st}^{(1)}(x)$ describe the system quiet well.

4. A bistable stochastic system with time delay

Bistable stochastic systems involving time-delayed feedback loops that interact weakly with the system dynamics have previously been studied in terms of master equations that describe transitions between the two available stable states [48,69,70]. In contrast to these studies, we will apply the Fokker-Planck approach. To this end, we consider again the tanh model (61). For $\theta=0$, $\tau=0$, and $Q=0$, the tanh model has a stationary point at $X_{st}=0$ and the linearization at this point yields $du(t)/dt=(|b|c-a)u(t)$. We see that for $|b|c>0$, the stationary point is unstable. In fact, for $|b|c>0$, the deterministic model describes a bistable system with two stable stationary points at $X_{st} \neq 0$. In order to focus on the essentials of a bistable stochastic system with time delay, we consider a special case of the tanh model: the limiting case $c\to \infty$. In this case, the tanh function becomes the sgn function. That is, we have $\lim_{c\to \infty} \tanh(cz) = \text{sgn}(z)$ with $\text{sgn}(z) = 1$ for $z>0$, $\text{sgn}(z) = 0$ for $z=0$, and $\text{sgn}(z) = -1$ for $z<0$. The corresponding deterministic model reads $dx(t)/dt = -ax(t) - b \text{sgn}[X(t)]$ and exhibits an unstable fixed point at $X_{st} = 0$ and two stable fixed points at $X_{st} = \pm |b|/a$. For $c \to \infty$, the stochastic tanh model with time delay given by Eq. (61) becomes

$$\frac{d}{dt}X(t) = -ax(t) - b \text{sgn}[X(t) - \tau] + \sqrt{Q}\Gamma(t)$$

with $X(t) \in \Omega=\mathbb{R}$ and $a>0$, $b<0$. In what follows, we will analyze this equation for small parameters $|b|$ such that the perturbation theoretical approach of Sec. II A can be applied. Accordingly, we have $\tilde{h}^{(0)}(x) = -ax$ and $\tilde{h}^{(1)}(x,x_t) = -bx \text{sgn}[x_t]$ and Eq. (48) reads

$$\tilde{h}^{(1)}(x) = -b \left\{ \frac{1}{2} \ln \cosh[c(x-\theta)] \right\},$$

$$\tilde{h}^{(1)}(x) = -b \left\{ 1 - 2 \text{erf} \left( \frac{x \exp[-a\tau]}{2K(\tau)} \right) \right\}. $$

From Eq. (69), it is clear that for $\tau=0$ we have $\tilde{h}^{(1)}(x) = -b \text{sgn}(x)$. From Eq. (42), it follows that for $\tau=\infty$ we have $\tilde{h}^{(1)}(x) = 0$. Note that these two limiting cases can also be deduced from Eq. (71) if we take into account that

$$\frac{e^{-a\tau}}{2K(\tau)} = \sqrt{\frac{2a}{Q[\exp(2a\tau)-1]}}$$

holds and if we consider $\tau \to 0$ with $\lim_{\tau \to \infty} [1 - 2 \text{erf}(-ax)] = \text{sgn}(z)$ instead of $a\tau$ on the one hand, and $\tau \to \infty$ with $\text{erf}(0)=1/2$ on the other hand. The potentials $V^{(0)}(x)$ and $V^{(1)}(x)$ satisfy

$$V^{(0)}(x) + \tilde{V}^{(1)}(x) = \frac{a x^2}{2} + b \left[ x - 2 \int_0^x \text{erf} \left( \frac{x \exp[-a\tau]}{2K(\tau)} \right) dx' \right].$$

In the limiting cases $\tau \to 0$ and $\tau \to \infty$, we have

$$V^{(0)}(x) + \tilde{V}^{(1)}(x) = \frac{a x^2}{2} + b|x|.$$
Then, \( t^* \) we are dealing with bistable potentials (see, e.g., \( \tau=0.003 \)), whereas for \( t^* \) we are dealing with monostable potentials (see, e.g., \( \tau=0.1 \)).

\[
V^{(0)}(x) + \tilde{V}_m^{(1)}(x) = \frac{ax^2}{2},
\]

(75)

Some examples of the potential \( V_{tot}(x) = V^{(0)}(x) + \tilde{V}_m^{(1)}(x) \) are shown in Fig. 5.

For \( \tau=0 \) we have a double-well potential, whereas for \( \tau \to \infty \) we get a monostable parabolic potential. Let us determine the critical value \( \tau^* \) for which the double-well potential vanishes. The double-well potential vanishes if the second derivative of \( V^{(0)}(x) + \tilde{V}_m^{(1)}(x) \) vanishes at \( x=0 \). Alternatively, we may say that the double-well potential vanishes if the first derivative of the force \( h^{(0)}(x) + \tilde{h}^{(1)}(x) \) at \( x=0 \) vanishes. Using Eq. (70), we find that

\[
\left. \frac{d}{dx} [h^{(0)}(x) + \tilde{h}^{(1)}(x)] \right|_{x=0} = -a - 2b \sqrt{\frac{a}{\pi Q} \exp[2a\tau] - 1}.
\]

(76)

Then, \( \tau^* \) can be computed by equating the left-hand side to zero. Thus, we get

\[
\tau^* = \frac{1}{2a} \ln \left( 1 + \frac{4b^2}{\pi a Q} \right).
\]

(77)

The stationary distribution \( P_{st}^{(1)}(x) \) can be obtained from the potentials \( V^{(0)}(x) \) and \( \tilde{V}^{(1)}(x) \) and reads

\[
P_{st}^{(1)}(x) = \frac{1}{Z'} \exp \left[ -\frac{a}{Q} \frac{ax^2}{2} + b \left( x - 2 \int_0^x \text{erf} \left( -\frac{x' e^{-ax^2/2K(\tau)}}{2K(\tau)} \right) dx' \right) \right],
\]

(78)

see Eqs. (45) and (50). In particular, we have

\[
P_{st, \tau=0}(x) = \frac{1}{Z_0} \exp \left[ -\frac{a}{Q} \frac{ax^2}{2} + b|x| \right],
\]

(79)

5. Periodic boundary conditions: Sine loop with time delays

Let us turn now to stochastic systems with periodic state variables that involve time-delayed self-regulating feedback mechanisms. Prominent examples are laser systems with optical feedback described by the Ikeda equation and self-regulated voltage-controlled oscillators (see the Introduction for references). Let \( X \in \Omega = [-T/2, T/2] \) denote a periodic variable with period \( T > 0 \). Then, the sine loop with time-delayed feedback [54,56] and additive noise is described by

\[
\frac{d}{dt} X(t) = -\epsilon \sin \left( \frac{m\pi}{T} X(t - \tau) \right) + \sqrt{\Omega} \Gamma(t)
\]

(81)

with \( m=1,2,\ldots \). We consider the case in which \( \epsilon \) is small such that the time-delayed feedback results only in a perturbation of the diffusion process \( dX/dt = \sqrt{\Omega} \Gamma(t) \) subjected to periodic boundary conditions. In this case, we find that \( h^{(0)}(x) = 0 \) and \( h^{(1)}(x, x_s) = -\epsilon \sin (m\pi x_s/T) \). Furthermore, \( P^{(0)}(x, t|x', t') \) is the transition probability density of a Wiener process defined by

\[
\frac{\partial}{\partial t} P^{(0)}(x, t|x', t') = \frac{Q}{2} \frac{\partial^2}{\partial x^2} P^{(0)}(x, t|x', t')
\]

(82)

satisfying periodic boundary conditions. We find [71]
Since we are dealing with periodic boundary conditions and \(\tau = 0\), \(\tau = 0.5\), and \(\tau = 1.0\) (from top to bottom). Other parameters are \(\epsilon = 0.1\), \(m = 1\), \(T = 1\), and \(Q = 0.3\). Diamonds represent exact stationary distributions \(P_{\text{st}}(x)\) of Eq. (81) obtained by solving Eq. (81) numerically using an Euler forward scheme [58] in combination with a Box-Muller algorithm for the respective \(\tau\) values (\(\Delta t = 0.01, N = 10^8\)).

Equation (19) can be used to determine correlation functions. To this end, we consider the stationary case in which the joint probability density \(P(x,t;x^{'},t^{'})\) depends only on the time difference \(u = t - t^{'}\) for an arbitrary reference time \(t^{'}\). If we put \(t^{'} = 0\), Eq. (19) becomes

\[
\frac{\partial}{\partial u} P_{\text{st}}(x,u;x,t) = \int_{\Omega} dx \hat{L}(x,\nabla_{x},\tau) P_{\text{st}}(x,u;x,u - \tau,x^{'},0).
\]

The evolution of the correlation function \(C(u) = \langle A(X(u))B(X(0)) \rangle_{\text{st}}\) involving two functions \(A\) and \(B\) can be determined by multiplying Eq. (87) with \(A(x)\) and \(B(x')\). Integrating with respect to \(x\) and \(x'\) and using partial integrations, we obtain

\[
\frac{d}{du} C(u) = \left\{ \frac{dA(X(u))}{dx} \left[ h(X(u),X(u - \tau)) + \frac{1}{4} \frac{d}{dx} \left( X(u),X(u - \tau) \right) B(X(0)) \right] \right.
\]

\[
\left. + \frac{d^2A(X(u))}{dx^2} g^2(X(u),X(u - \tau)) B(X(0)) \right). \tag{88}
\]

In general, this evolution equation does not provide us with a closed description for \(C(u)\). In special cases, however, the right-hand side of Eq. (88) can expressed in terms of \(C(u)\) like [63,64]

\[
\frac{d}{du} C(u) = f[C(u),C(u - \tau)]. \tag{89}
\]

In these cases, the correlation function \(C(u)\) can be computed from Eq. (89) and appropriately defined boundary conditions for \(C(0)\) and \(dC(0)/du\). For details, see [63,64].

2. Data analysis

Using the Fokker-Planck perspective for stochastic systems with time delays, the drift function \(h(x,y)\) and the noise amplitude \(g(x,y)\) can be estimated from experimental data. Although this technique has already been discussed in previous studies [63,76], we would like to dwell on this issue in this section. In particular, we will show how the data-analysis technique proposed in [63,76] is related to the extended phase-space approach leading to the delay Fokker-Planck equation (18). In addition, we will elucidate the physical meaning of the expressions used in the data-analysis technique and we will address the implementation of the data-analysis technique.

To begin with, let us determine the evolution of \(\langle X(t) \rangle\) under the condition that \(X(t') = x'\) and \(X(t - \tau) = x\). Multiplying Eq. (18) with \(x\) and integrating with respect to \(x\), we get
\[ \frac{d}{dt} \langle X(t) \rangle \bigg|_{X(t')=x',X(t-\tau)=x} = \int_{\Omega} dx \left[ h(x,x_{\tau}) + \frac{\nu}{2} g(x,x_{\tau}) \frac{\partial g(x,x_{\tau})}{\partial x} \right] \times P(x,t'|x',t-x_{\tau}-\tau) \]  

(90)

(assuming that surface terms arising due to partial integration vanish). In the limiting case \( t \to t' \) for which \( P(x,t'|x',t_{x_{\tau}}x_{\tau}-t_{x_{\tau}}) = \delta(x-x') \) holds, Eq. (90) reduces to

\[ \frac{d}{dt} \langle X(t) \rangle \bigg|_{X(t)=x,X(t-\tau)=x} = h(x,x_{\tau}) + \frac{\nu}{2} g(x,x_{\tau}) \frac{\partial g(x,x_{\tau})}{\partial x}. \]  

(91)

Likewise, multiplying Eq. (18) with \( x^2 \), one can show that the relation

\[ \frac{d}{dt} \langle x^2(t) \rangle \bigg|_{X(t)=x,X(t-\tau)=x} = 2 \left[ h(x,x_{\tau}) + \frac{\nu}{2} g(x,x_{\tau}) \frac{\partial g(x,x_{\tau})}{\partial x} \right] + g^2(x,x_{\tau}) \]  

(92)

holds. Combining Eqs. (91) and (92) leads to

\[ \frac{d}{dt} \langle x^2(t) \rangle - \langle x(t) \rangle^2 \bigg|_{X(t)=x,X(t-\tau)=x} = g^2(x,x_{\tau}), \]  

(93)

see also [77]. Equations (91) and (93) are open to an interesting interpretation. Accordingly, we see that the first moment \( M_1(t) \) is related to the drift function \( h \), whereas the variance \( \sigma^2(t) \) is related to the noise amplitude \( g \). More precisely, the conditional changes of the first moment \( M_1(t) \) and the variance \( \sigma^2(t) \) determine drift and diffusion,

\[ \frac{d}{dt} M_1 \bigg|_{X(t)=x,X(t-\tau)=x} = h(x,x_{\tau}) + \frac{\nu}{2} g(x,x_{\tau}) \frac{\partial g(x,x_{\tau})}{\partial x}, \]  

(94)

\[ \frac{d}{dt} \sigma^2 \bigg|_{X(t)=x,X(t-\tau)=x} = g^2(x,x_{\tau}), \]  

(95)

where it is understood that first the time derivatives are computed and then the conditional averages are carried out.

In order to apply these relations to experimental data and implement them on a computer, we need to account for the properties of experimental data sets. Real time series are recorded with a sampling frequency \( f \). Therefore, we express the differential quotient \( d/dt \) as \( dA(t)/dt = [A(t+\Delta t) - A(t)]/\Delta t \), where \( \Delta t = 1/f \) should be small. Furthermore, since experimental data sets contain only a finite number of data, we can determine the drift function and noise amplitude only with a finite resolution \( \Delta x \). As a result, Eqs. (91) and (93) become

\[ \frac{1}{\Delta t} \langle X(t+\Delta t) - X(t) \rangle \bigg|_{X(t)=[x,x+\Delta x],X(t-\tau)=[x_{\tau},x_{\tau}+\Delta x]} \approx h(x,x_{\tau}) + \frac{\nu}{2} g(x,x_{\tau}) \frac{\partial g(x,x_{\tau})}{\partial x}, \]  

(96)

\[ \frac{1}{\Delta t} \langle [X(t+\Delta t) - X(t)]^2 \rangle \bigg|_{X(t)=[x,x+\Delta x],X(t-\tau)=[x_{\tau},x_{\tau}+\Delta x]} \approx g^2(x,x_{\tau}). \]  

(97)

As stated in the Introduction, the average corresponds to an ensemble average involving the realizations \( X(t) \) of the state variable \( X(t) \). Given a data set with \( N \) realizations, we finally get an implementation of Eqs. (91) and (93) in terms of

\[ \frac{1}{\Delta t} \sum_{i=1}^{N} \frac{[X(t+\Delta t)-X(t)]}{\Delta t} \approx h(x,x_{\tau}) + \frac{\nu}{2} g(x,x_{\tau}) \frac{\partial g(x,x_{\tau})}{\partial x}, \]  

(98)

\[ \frac{1}{\Delta t} \sum_{i=1}^{N} \frac{[X(t+\Delta t)-X(t)]^2}{\Delta t} \approx g^2(x,x_{\tau})/2, \]  

(99)

where \( I(x,x_{\tau}) \) is the set of indices that belong to the realizations \( X(t) \) satisfying the constraint \( X(t) \in [x,x+\Delta x],X(t-\tau) \in [x_{\tau},x_{\tau}+\Delta x] \). If the system is ergodic and stationary, we may replace the ensemble average by means of a time average. In this case, we may use a single stationary trajectory composed of the data points \( X_i(t) \) with \( t_i = t_0 + t_i \). Then, as opposed to Eqs. (98) and (99), we obtain an implementation of Eqs. (91) and (93) in terms of

\[ \frac{1}{\Delta t} \sum_{i \in I(x,x_{\tau})} \frac{[X_{i+1} - X_i]}{\Delta t} \approx h(x,x_{\tau}) + \frac{\nu}{2} g(x,x_{\tau}) \frac{\partial g(x,x_{\tau})}{\partial x}, \]  

(100)

\[ \frac{1}{\Delta t} \sum_{i \in I(x,x_{\tau})} \frac{[X_{i+1} - X_i]^2}{\Delta t} \approx g^2(x,x_{\tau})/2, \]  

(101)

where \( I(x,x_{\tau}) \) is the set of indices that belong to the data \( X_i \) satisfying the constraint \( X_i \in [x,x+\Delta x],X_{i-\tau} \in [x_{\tau},x_{\tau}+\Delta x] \) and the delay \( \tau \) is given by \( \tau = m \Delta t \). For examples and further details, see [63,76]. Note also that the data-analysis method based on Eqs. (91)–(101) generalizes the data-analysis method for Markov diffusion processes that was introduced a while ago [78,79] and since then seems to attract more and more researchers (see, e.g., [80–85] and references therein).

In closing these considerations, let us dwell on the implementation of the data-analysis approach. First, above we have written conditional averages in terms of averages for random variables that fall into particular small intervals (or boxes). Basically, this means that we have expressed probability densities in terms of box estimators (or, mathemati-
III. CONCLUSIONS

We have shown that delay Fokker-Planck equations proposed by Guélinouzic et al. can be derived by means of a method that is frequently used in the theory of delay differential equations: the extended phase-space approach. Not only do these delay Fokker-Planck equations describe the evolution of transient probability densities \( P(x,t) \), but they also describe the evolution of transition and joint probability densities \( P(x,t|x',t') \) and \( P(x,t;t',t') \). Although delay Fokker-Planck equations are not closed and consequently cannot be solved by integration, they are very helpful tools for the analysis of stochastic systems with time delays. For example, as shown in Sec. II A, from the evolution equation for \( P(x,t) \) we have derived the stationary distributions of stochastic systems that are perturbed by the impacts of time-delayed feedback loops. This result is of particular importance because in this case we can treat analytically systems that involve nonlinear drift force. Furthermore, as shown in Sec. II C, from the evolution equation for \( P(x,t|x',t') \) correlation functions can be derived, whereas the evolution equation for \( P(x,t|x',t') \) can be exploited in order to estimate drift functions and noise amplitudes from experimental data.

Let us briefly address some benefits and limitations of the results derived in this study. First, the determination of stationary distributions of weakly perturbed stochastic systems with time delays involves the transition probability densities of the unperturbed (i.e., nondelayed) systems. Closed analytical expressions of such transition probability densities of Markov diffusion processes can only be found in some special cases, such as the Ornstein-Uhlenbeck process (see Sec. II B 1) and the Wiener process (see Sec. II B 5). However, for small time differences, transition probability densities of Markov diffusion processes can be written in terms of path integral solutions [58,71], which implies that for small time delays the required transition probability densities are available. In general, one may evaluate the eigenfunction expansion of transition probability densities of Markov diffusion processes [58,71] [for an example, see Eq. (83)]. In doing so, analytical expressions for stationary distributions that involve infinite series of functions can be obtained. Second, the perturbation theoretical approach yields correct results when the time-delayed feedback results in the perturbation of a reference state given by a stationary Markov diffusion process. As we have illustrated explicitly in the example section (Sec. II B), this assumption holds for various systems. This assumption, however, usually fails when we consider systems with time delays beyond their bifurcation threshold (e.g., beyond a Hopf bifurcation threshold).

APPENDIX A: PERTURBATION THEORETICAL APPROACH TO SYSTEMS WITH TIME-DELAYED MULTIPLICATIVE NOISE

Let us generalize some of the results obtained in Sec. II A. To this end, we introduce the diffusion coefficient \( D_2 = g^2/2 \). Then, Eq. (1) reads

\[
\frac{d}{dt}X(t) = h(X(t),X(t-\tau)) + \sqrt{2D_2(X(t),X(t-\tau))}\Gamma(t). \tag{A1}
\]

The total drift term occurring in the operator \( \hat{L} \) [see Eq. (14)] now reads

\[
D_1(x,x_\tau) = h(x,x_\tau) + \frac{\nu}{2} \frac{\partial}{\partial x} D_2(x,x_\tau). \tag{A2}
\]

Next, we decompose \( h \) and \( D_2 \) like

\[
h(x,x_\tau) = h^{(0)}(x) + h^{(1)}(x,x_\tau), \tag{A3}
\]

\[
D_2(x,x_\tau) = D_2^{(0)}(x) + D_2^{(1)}(x,x_\tau), \tag{A4}
\]

which implies that Eq. (A1) becomes

\[
\frac{d}{dt}X(t) = h^{(0)}(X(t)) + h^{(1)}(X(t),X(t-\tau)) + \sqrt{2[D_2^{(0)}(X(t)) + D_2^{(1)}(X(t),X(t-\tau))]}\Gamma(t). \tag{A5}
\]

In line with the assumption that time-delayed feedback only perturbs the system dynamics, we put \( h^{(0)}, D_2^{(0)} \propto O(0) \) and \( h^{(1)}, D_2^{(1)} \propto O(1) \). In this case, we find \( D_1 = D_2^{(0)} + D_2^{(1)} \) with \( D_2^{(0)} \propto O(0) \) and \( D_2^{(1)} \propto O(1) \) and

\[
D_1^{(0)}(x) = h^{(0)}(x) + \frac{\nu}{2} \frac{\partial}{\partial x} D_2^{(0)}(x). \tag{A6}
\]
Just as in Sec. II A, we write the operator \( \hat{F} \) [see Eq. (17)] like
\( \hat{F} = \hat{F}^{(0)} + \hat{F}^{(1)} \). Then Eqs. (21) and (22) are generalized to

\[
\begin{align*}
\hat{F}^{(0)} &= -\frac{\partial}{\partial x} D^{(0)}(x,t) + \frac{\partial^2}{\partial x^2} D^{(1)}(x,t), \\
\hat{F}^{(1)} &= -\frac{\partial}{\partial x} D^{(1)}(x,t) + \frac{\partial^2}{\partial x^2} D^{(2)}(x,t),
\end{align*}
\]

(A8)

It is clear that Eqs. (25)–(29) now hold when we replace Eq. (30) by

\[
\begin{align*}
\hat{F}^{(1,0)} &= -\frac{\partial}{\partial x} D^{(1)}(x,t) + \frac{\partial^2}{\partial x^2} D^{(0)}(x,t), \\
\hat{D}^{(1)}(x,t) &= \int_{\Omega} dx D^{(1)}(x,t) P^{(0)}(x,t) - \frac{\partial}{\partial x} D^{(0)}(x,t),
\end{align*}
\]

(A10)

Accordingly, the stationary distribution \( P^{(1)}(x) \) is defined by

\[
0 = [\hat{F}^{(0)} + \hat{F}^{(1,0)}] P^{(1)}(x) \quad \text{[see Eq. (32)]}
\]

with \( \hat{F}^{(0)} \) defined by Eq. (A8) and

\[
\begin{align*}
\hat{F}^{(1,0)} &= -\frac{\partial}{\partial x} \int_{\Omega} dx D^{(1)}(x,t) P^{(0)}(x,t + \tau(x,t)) + \frac{\partial^2}{\partial x^2} \int_{\Omega} dx D^{(2)}(x,t) P^{(0)}(x,t + \tau(x,t))
\end{align*}
\]

(A11)

instead of Eq. (33). Accordingly, Eq. (35) can be generalized and reads

\[
J = [D^{(1)}(x) + \hat{D}^{(1)}(x)] P^{(1)}(x) - \frac{\partial}{\partial x} [D^{(2)}(x) + \hat{D}^{(2)}(x)] P^{(1)}(x)
\]

(A12)

with

\[
\begin{align*}
\hat{D}^{(1)}(x) &= \int_{\Omega} dx D^{(1)}(x,t) P^{(0)}(x,t + \tau(x,t)), \\
\hat{D}^{(2)}(x) &= \int_{\Omega} dx D^{(2)}(x,t) P^{(0)}(x,t + \tau(x,t)).
\end{align*}
\]

(A13) (A14)

As pointed out in Sec. II A, Eq. (A12) can be solved with respect to \( P^{(1)}(x) \) using standard techniques available for conventional univariate Fokker-Planck equations [58,71].