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1

PARTICLES IN ELECTRIC AND
MAGNETIC FIELDS

1.1 Classical Treatment

The motion of a classical particle with charge q moving in an electromagnetic
field E(x, t), B(x, t) is determined by ’Newtons law:

mẍ = qE(x, t) + q[ẋ × B(x, t)] (1.1)

The forces are the electric force and the Lorentz force.
In order to consider the quantum mechanical treatment of this problem

we introduce the Hamilton description. Then we proceed to the quantum
mechanical formulation using Jordan’s rules discussed previously.

The electromagnetic field is governed by Maxwell’s equations:

∇ ·E =
ρ

ǫ0
∇ ·B = 0

∇× E = − ∂

∂t
B

∇× B = µ0j + ǫ0µ0
∂

∂t
E (1.2)

The electric and magnetic fields can be derived from the vector potential
A(x, t) and the scalar potential ϕ.

B = ∇× A

E = −∇Φ− ∂

∂t
A (1.3)

The potentials are defined only up to a gauge transformation. The transformed
potentials with arbitrary function Q(x, t)

A = A′ + ∇Q
Φ = Φ′ − Q̇ (1.4)
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lead to the same fields B, E.
Newton’s law can be rewritten in terms of the potentials

mẍ(t) = −q∇Φ(x(t), t) − q[
∂

∂t
A(x, t)]x=x(t)

+ q[ẋ(t) × [∇× A(x(t), t)]] (1.5)

In the following we shall show how this equation can be obtained within the
framework of Hamilton’s theory. The Hamilton function will be needed for
the formulation of Schrödinger’s equation describing the quantum mechanical
behaviour of a charged particle in an electromagnetic field.

1.1.1 Hamilton’s Equation

Hamilton’s canonical equations read

ẋi =
∂

∂pi
H [p,x]

ṗi = − ∂

∂pi
H [p,x] (1.6)

The following Hamilton function leads to Newton’s equation (1.5) for a
particle moving in an electromagnetic field:

H =
(p − qA)2

2m
+ qΦ (1.7)

This can be seen by direct evaluation of the canonical equations (1.6)

ẋi =
∂

∂pi
H = pi − qAi

ṗi = −q ∂

∂xi
Φ+

∑

j

q(pj − qAj) ·
∂

∂xi
Aj (1.8)

It is straightforward to combine both equations to formulate Newton’s law:

ẍi = ṗi − qȦi = −q ∂

∂xi
Φ− q

d

dt
Ai +

∑

j

qẋj ·
∂

∂xi
Aj (1.9)

We have to take into account that the potential A(x(t), t) depends explicitly
as well as implicitly, i.e. via x(t), on time. Consequently,

d

dt
Ai =

∂

∂t
Ai +

∑

k

ẋk
∂

∂xl
Ai (1.10)

and we are led to Newton’s law by comparing with eq. (1.5):
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mẍi = −q ∂

∂xi
Φ− q

∂

∂t
Ai +

∑

j

q

[

ẋj ·
∂

∂xi
Aj − ẋj ·

∂

∂xj
Ai

]

(1.11)

The last term can be rewritten as follows:

[ẋ(t) × [∇× A(x(t), t)]]i =
∑

j

[ẋ(t)j
∂

∂xi
A(x, t) − ẋj(t)

∂

∂xj
Ai(x, t)]x=x(t)

(1.12)
and the equation of motion explicitly is equivalent to Newton’s law:

mẍ = qE + q[ẋ × B] (1.13)

We have shown that the canonical equations (1.6) corresponding to the
Hamilton function (1.7) is equivalent to Newton’s law for a particle moving
in an electromagnetic field.

1.2 Quantum Mechanical Treatment

We shall now proceed to the quantum mechanical treatment. To this end
we introduce the wave function ψ(x, t), specify the Hamilton operator, and
formulate the Schrödinger equation.

1.2.1 Schrödinger Equation

As usual, we obtain the Hamilton operator from the Hamilton function by Jor-
dan’s rule, i.e. by the formal substitution of the momentum by the momentum
operator

p =
h̄

i
∇ (1.14)

The Hamilton operator reads

H =
1

2m
[
h̄

i
∇− qA]2 + qΦ (1.15)

1.2.2 Operator Ordering

The quantization using Jordan’s rule faces the so-called ordering problem:
Whereas in classical mechanics the two expressions

F (p)G(x) = G(x)F (p) (1.16)

are equivalent, the corresponding operator products differ due to the fact that
position and momentum operators x̂, p̂ do not commute.

Up to now, we have only considered a Hamiltonian operator additively

consisting of the kinetic energy of the form T = p2

2m and the potential energy
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U(x) and no question with respect to the ordering of operators shows up.
Apparently, this changes now.

In classical mechanics, we could also have used the Hamilton function in
the form

H =
1

2m
[p2 − 2qp · A + q2A2] + qΦ (1.17)

Applying Jordan’s rule to this form at first glance leads to different Hamilto-
nians.

Explicitly, the Hamiltonian takes the form

H = − h̄2

2m
∆+

1

2m

[

−qA · h̄
i
∇− q

h̄

i
∇ · A

]

+
q2

2m
A2 + qΦ (1.18)

However, we remind the reader that there is gauge freedom and we can
choose the so-called Coulomb gauge

∇ ·A = 0 (1.19)

In this gauge,
p ·A = A · p (1.20)

and there is no ambiguity in the formulation of the Hamilton-operator:

H = − h̄2

2m
∆− q

m
A · h̄

i
∇ +

q2

2m
A2 + qΦ (1.21)

1.2.3 Gauge Transformation

The potentials A and Φ are not uniquely defined. The gauge transformation

A′ = A + ∇Q

ϕ′ = ϕ− ∂

∂t
Q (1.22)

leads to a transformation of the wave funtion by a phase factor

ψ′(x, y, z, t) = eiQ(x,y,z,t)ψ(x, y, z, t) (1.23)

This gauge transformation, thus, does not affect the probability density

|ψ′(x, y, z, t)|2 = |ψ(x, y, z, t)|2 (1.24)

The proof is as follows:

ψ̇′(x, y, z, t) = eiQ[
∂

∂t
+ iQ̇]ψ(x, y, z, t)

(−ih̄∇− qA)eiQψ = eiQ(−ih̄∇− qA + h̄∇Q]

(−ih̄∇− qA)2eiQψ = (−ih̄∇− qA)eiQe−iQ(−ih̄∇− qA)eiQψ

= eiQ(−ih̄∇− qA + h̄∇Q)2 (1.25)
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The time dependent Schrödinger equation takes the form

ih̄
∂

∂t
ψ =

[

(p− qA + h̄∇Q)2

2m
+ qΦ+ h̄Q̇

]

ψ (1.26)

As a consequence the gauge transformation is

A′ = A− h̄

q
∇Q

Φ′ = Φ+
h̄

q
Q̇ (1.27)

1.3 Hydrogen Atom in a Magnetic Field

We consider now the motion of an electron of charge q = −e in the central
field in the presence of an external magnetic field:

V (r) = −γ
r

γ =
e2

4πǫ0
(1.28)

The Hamiltonian takes the following form

H =
(p + eA)2

2m
− γ

r
(1.29)

Again, we calculate

(p + eA)2 = p2 + 2eA · p + A2 (1.30)

where we have used the Coulomb gauge

∇ ·A = 0 (1.31)

Now, we consider a constant magnetic field oriented in z-direction

A =
B

2
[−y, x, 0] (1.32)

Explicitly, we obtain the magnetic field

Bx = ∂yAz − ∂zAx = 0

By = ∂zAx − ∂xAz = 0

Bz = ∂xAy − ∂yAx = B (1.33)

We can summarize:

H = − h̄2

2m
∆+

Be

2m
[xpy − ypx] +

e2B2

2m
(x2 + y2) − γ

r
(1.34)

Using the definition of the z-component of the angular momentum,

Lz = xpy − ypx (1.35)

we obtain the following representation of the Hamilton operator

H = − h̄2

2m
∆+

Be

2m
Lz +

e2B2

2m
(x2 + y2) − γ

r
(1.36)
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Physical Interpretation

The energy of a magnetic dipol µ in a magnetic field B is

U = −µ ·B (1.37)

A circular current j = qv generates a magnetic moment

µ = IAez =
1

2
[r × j] =

q

2m0
r × p (1.38)

Now we consider a negative charge, q = −e and relate the magnetic mo-
ment to the angular momentum

µ = − e

2m0
L = −µB

h̄
L (1.39)

The Hamilton operator reads:

H = − h̄2

2m0

1

r2
∂

∂r
r2
∂

∂r
+

L2

2m0r2
− γ

r
+
µB

h̄
B · L (1.40)

We reproduce the term linear in the magnetic field B. The term quadratic
in B can be shown to be rather small, i.e. the energy shifts caused by this
term is small compared to the shift caused by the linear terms. However, the
second term is important in astrophysics.

1.3.1 Zeeman-Effect: Splitting of Energy Levels in a Magnetic
Field

We take the magnetic field along the z-axis:

B = Bez (1.41)

We obtain
H = H0 +

µB

h̄
BLz = H0 +

e

2m
BLz (1.42)

It is possible to find a solution for the eigenfunctions and the corresponding
eigenvalues. To this end we use the fact that the operators H0, L

2, and Lz

commute and, therefore, have common eigenfunctions:

H0ψnlm(x, y, z) = E0
nlψnlm(x, y, z)

Lzψnlm = h̄mψnlm (1.43)

where the eigenfunctions of the Hamiltonian without magnetic field are de-
noted by

ψnlm(x) = Rnl(r)Ylm(θ, ϕ) (1.44)

As a consequence, the eigenvalue problem
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Zeeman-splitting of energy levels with l=0, l=1, l=2.
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[H0 +
µB

h̄
BLz]ψ(x, y, z) = Eψ(x, y, z) (1.45)

has the same eigenfunctions (1.44). However, the corresponding energies
change according to

[H0 +
e

2µ
BLz]ψnlm(x, y, z) = [E0

nl +
em

2µ
B]ψnlm(x, y, z)

= Enlmψnlm(x, y, z) (1.46)

A magnetic field induces a splitting of the degeneracy of the energy levels with
respect to the magnetic quantum number m:

Enlm = E0
nl +mµBB = E0

nl +m
eh̄

2m0
B (1.47)

Here, we have introduced the so-called Bohr’s magneton

µB =
eh̄

2m0
(1.48)

We can establish the following relationship between the magnetic dipol
moment µd and the angular momentum:

µd = −gµB

h̄
L (1.49)

The factor g is the g-factor of the electron,

g = 1 (1.50)

1.4 Landau: Charged Particle in a Constant Magnetic
Field

Classical Treatment

Newton’s equation for the motion of a particle of charge q in a magnetic field
B oriented in z-direction reads:

ẍ =
qB

m
ẏ

ÿ = −qB
m
ẋ (1.51)

In generality, we can assume qB > 0. Introducing the complex coordinate
z = x+ iy we obtain

z̈ = −iωż (1.52)

where we have defined
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ω =
qB

m
(1.53)

The solution of this ordinary differential equation reads

z(t) = z0(0) + zBt+ z1e
−iωt (1.54)

where the quantities z0(0), z1 are specified by the initial conditions. The
solution in x-y space reads

x(t) = x0 +A sin(ωt+ ϕ)

y(t) = y0 +A cos(ωt+ ϕ) (1.55)

Thus, the motion of x(t) can be viewed as the motion of a harmonic oscil-
lator with frequency ω. It can be expected that in the quantum mechanical
treatment, the frequency of this motion is quantized.

Quantum Mechanical Treatment

We consider now the motion of a charged particle in a constant magnetic field.
Now we choose the magnetic field oriented along the z-axis. As a consequence,

A = [0, Bx, 0] (1.56)

It is evident that we use the Coulomb gauge. The Hamiltonian explicitly reads:

H = − h̄2

2m
∆− q

m
Bxpy +

q2

2m
B2x2 (1.57)

For the solution of the time independent Schrödinger equation we perform the
separation ansatz:

Ψ(x, y, z) = eikzzeikyϕ(x) (1.58)

This leads to the following eigenvalue problem

[E − h̄2k2
z

2m
]ϕ(x) = − h̄2

2m
[
∂2

∂x2
+
q2B2

2m
(x− h̄k

qB
)2]ϕ(x) (1.59)

However, this the eigenvalue problem of the harmonic oscillator with mass
m and (cyclotron) frequency (in the shifted variable y = x− h̄k

qb .

ω =
qB

m
(1.60)

The corresponding energy eigenvalues take the form

En,k,kz
= h̄

qB

m
[n+

1

2
] +

h̄2k2
z

2m
(1.61)

They are denoted as Landau-levels. Experimentally, they can be observed as
a phenomena, which is called Landau diamagnetism.

The complete time dependent solution reads:

Ψ(x, y, z, t) =

∫

dkz

∫

dk

∞
∑

n=0

Cn(kz, k)e
ikzz+ikyψn(x− h̄k

qB
)ei

h̄k2
z

2m
t+i(n+1/2)ωt

(1.62)
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1.5 Aharonov-Bohm Effect

The Aharonov-Bohm effect demonstrates that the electromagnetic potentials
have an influence on the behaviour of quantum particles also in regions where
the corresponding classical electromagnetic fields vanish.

The magnetic Aharonov-Bohm effect can be seen in the following experi-
ment. An electron beam crosses a region which contains a magnetic field. This
field is confined to a tiny region, such that the electrons travel exclusivle in
regions with B = 0. However, since

B = ∇× A = Bezδ(x) (1.63)

the vector potential has the form

A =
ΦB

2πr
eϕ ΦB = BF (1.64)

The Schrödinger equation reads

ih̄
∂

∂t
Ψ = − h̄2

2m
(∇− q

i

h̄

ΦB

2πr
eϕ)2Ψ (1.65)

1.5.1 Particle on a Ring

We consider a particle on a ring, moving in a region without magnetic field
B.

Under the consideration of

∇ = eϕ
1

R

∂

∂ϕ
(1.66)

the Schrödinger equation reads

ih̄ψ̇(ϕ, t) =
1

2m0
(
h̄

i

1

R

∂

∂ϕ
− q

ΦB

2πR
)2ψ(ϕ, t) (1.67)

We perform the ansatz

ψ(ϕ, t) = e−i E
h̄

tψE(ϕ) (1.68)

and obtain

EψE(ϕ) =
1

2m0
(
mh̄

R
− q

ΦB

2πR
)2ψE(ϕ) (1.69)

Thereby, the quantum numberm can achieve positive and negative quantities.
Whereas for B = 0 the energy value is twofold degenerate, this degeneracy is
lifted by the presence of the vector potential A. We obtain

E± =
h̄2

2m0R2
(m± q

ΦB

h
)2 (1.70)

This is a manifestation of the Aharonov-Bohm effect: Although the quantum
particle moves in a region with B = 0 it experiences the influence of the vector
potential A.
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Aharonov-Bohm effect: The energy levels of a
particle encircling a coil split.

1.5.2 Interference Effects

The ansatz
ψ(x, t) = eiq

Φb
2πh̄

ϕχ(x, t) (1.71)

solves the Schrödinger equation (1.67) provided χ(x, t) solves the Schrödinger
equation

ih̄χ̇(x, t) = − h̄2

2m
∆χ(x, t) (1.72)

We consider a situation where a beam of charged particles is split into
two beams crossing a coil enclosing a magnetic field B on two sides. After
traversing the coil, the wave functions of the two beams are

ψ = e±iq
Φb
2πh̄

ϕχ(x, t) (1.73)

since each beam gains a different phase by traversing the coil. The wave func-
tion of the recombined beam has the form

ψ(x, t) = [eiq
ΦB
2h̄ + e−iq

ΦB
2h̄ ]χ(x, t) (1.74)

The probability density takes the form
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|ψ(x, t)|2 = 2|χ(x, t)|2[1 + 1cos
qΦB

h̄
] (1.75)

and one obtains an interference pattern. The experiment has been performed
by R. G. Chambers, Phys. Rev. Lett. 5,3 (1960).

Experimental verification of the Aharonov-Bohm
effect: Two beams traversing a coil at two different sides gain a relative phase of

ΦB/h. An interference pattern of a double slit experiment is shifted.



2

SPIN

A massiv, classical particle can rotate around an axis and therefore possesses
angular momentum. If it has a charge, it also has a magnetic moment. The
quantum mechanical counterpart is the spin.

2.1 Experimental Results

2.1.1 Stern-Gerlach Experiment

A beam of silver atoms traveling through an inhomogeneous magnetic field
splits into two separate beams. This has been demonstrated experimentally
by Stern and Gerlach (1921). They received the Nobel prize in 1943.

2.1.2 Atomic Spectra

The energy levels of atoms like the Hydrogen atom or the Alkali atoms split
into several levels in the presence of a constant magnetic field. This is denoted
as anomalous Zeeman effect. For instance, the levels with l=0 (s-orbitals) are
found to split into two levels. This fact can not be explained by the presence
of a magnetic moment due to orbital angular momentum of the electron and
has prompted Uhlenbeck und Goudsmit to postulate the existence of a spin
(1925).

2.1.3 Einstein-deHaas-effect

A reversal of the magnetic field changes the angular momentum of a metal
with N electrons by a factor Nh̄.

2.2 Pauli-Equation

The Pauli equation describes the behaviour of a particle with Spin in a po-
tential.
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2.2.1 Reminder: Algebra of Angular Momentum

The algebra auf angular momentum id defined by the commutator relations

[Li, Lj ] = ih̄ǫijkLk i, j = 1, 2, 3 (2.1)

The operators Li are selfadjoint and all operators commute with the op-
erator L2:

[L2, Li] = 0 (2.2)

The eigenvalue problem

We take the pair of operators L2 and Lz. Selfadjoint operators, which mutually
commute, have the same eigenvectors. We denote the common eigenvectors of
L2 and Lz by |l,m >. The eigenvectors are destinguished by the numbers l
and m related to the eigenvalues of the eigenvalue problems:

L2|l,m > = h̄l(l+ 1)|l,m >

Lz|l,m > = h̄m|l,m > (2.3)

Ladder Operators and Useful Commutators

It is convenient to define the following ladder operators:

L± = L1 ± iL2 (2.4)

On the basis of (2.1) it is straightforward to calculate the following comutators

[L±, L3] = ∓h̄L± (2.5)

Furthermore, we obtain

L2 = L±L∓ + L2
z ∓ h̄Lz (2.6)

Proof of eq. (2.5):

[L±, L3] = [L1, L3] ± i[L2, L3] = −ih̄L2 ∓ h̄L1

= ∓h̄L± (2.7)

Proof of eq. (??):
We start by calculating the operator product L±L∓:

L±L∓ = (L1 ± iL2)(L1 ∓ iL2) = L2
1 + L2

2 ∓ i(L1L2 − L2L1)

= L2
1 + L2

2 ± h̄Lz (2.8)

Adding the operator L2
z immediately yields eq. (2.6).
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We can now proof that the values l and m have to obey the following
inequality:

l(l+ 1) ≥ m(m+ 1) (2.9)

This relationship is obtained from the observation that due to eq. (2.6)

L+L−|lm >= h̄2[l(l + 1) −m2 +m]|lm > (2.10)

so that

< lm|L+L−|lm >=< L−lm|L−lm >= h̄2[l(l + 1) −m2 +m] ≥ 0 (2.11)

We have used that fact that L+ and L− are adjoint operators.

The Ladder

We are interested in the vectors

L±|l,m > (2.12)

To this end we consider the eigenvalue problem of the operator Lz. Applying
the operators L± we obtain under consideration of the commutator, eq. (2.5),

L±L3|l,m > = L±h̄m|l,m >

= L3L±|l,m > +[L±, L3]|l,m >

= L3L±|l,m > ∓h̄L±|lm > (2.13)

This relation can be summarized as

L3L±|l,m >= h̄(m± 1)L±|l,m > (2.14)

This indicates: If |l,m > is an eigenvector to the operator L3, then CmL±|l,m >
is an eigenvector with eigenvalue m± 1:

|l,m± 1 >= CmL±|l,m > (2.15)

We shall now determine the factor Cm from the condition that the eigenvector
|l,m± 1 > is normalized:

< l,m± 1|l,m± 1 >= |C±m|2 < l,m|L∓L±|l,m >= 1 (2.16)

Here, we have used the fact that the operators L+ and L− are adjoint opera-
tors:

(L±)† = L∓ (2.17)

In order to determine the normalization constant C±m it is necessary to
express the operator product L∓L± by the operators L2 and Lz since their
action on the eigenvectors |lm > are known. To this end we us the identity
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L2 = L±L∓ + L2
z ∓ h̄Lz (2.18)

and obtain
1 = |C±m|2[l(l + 1) −m2 ±m]h̄2 (2.19)

Taking the numbers C±m to be real we summarize the action of the ladder
operators L± onto the eigenvectors |lm >

|l,m± 1 >=
1

h̄
√

l(l + 1) −m(m± 1)
L±|lm > (2.20)

It is possible to draw the following conclusions.

• a) We can take
l ≥ 0 (2.21)

• b) We take the largest possible value of m, mmax. Then

L+|l,mmax >= h̄
√

l(l + 1) −mmax(mmax + 1)|lmmax + 1 >= 0 (2.22)

We immediately obtain
mmax = l (2.23)

• c) Similarly, we take the smallest possible value of m, mmin. Then

L−|l,mmin >= h̄
√

l(l+ 1) −mmin(mmin − 1)|lmmin − 1 >= 0 (2.24)

We immediately obtain
mmin = −l (2.25)

• d) Starting from the eigenvector |l, l > we can obtain |l,−l > by sub-
sequently applying the operator L−. This takes an integer number of N
steps.

N = 0 l = 0

N = 1 l = 1
2 m = 1

2 ,− 1
2

N = 2 l = 1 m = 1, 0,−1

N = 3 l = 3
2 m = 3

2 ,
1
2 ,
−1
2 ,
−3
2

N = 4 l = 2 m = 2,−1, 0, 1,−2

We can summarize: The number l can take the values

−l ≤ m ≤ l (2.26)

L can either be an integer
l = 0, 1, 2, .... (2.27)

or odd multiples of 1/2
The latter values can be assigned to the spin.
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2.2.2 Spin 1/2

We denote the spin operators by Si and l by S. In the following we shall
consider the case of S = 1/2. There exist two eigenstates, spin up and spin
down.

Sz|
1

2
> =

h̄

2
|1
2
>

sz| −
1

2
> = − h̄

2
| − 1

2
> (2.28)

Since quantum mechanical quantities are related with operators acting on
state vectors of a Hilbert space, the space corresponding to the spin is two
dimensional and can be spanned by the two vectors

|1
2
>=

(

1
0

)

, | − 1

2
>=

(

0
1

)

(2.29)

It is straightforward to introduce the adjoint (bra) -vectors

<
1

2
| = (1, 0)

< −1

2
| = (0, 1) (2.30)

The scalar product of two vectors of the Spin-1/2 Hilbert space is defined as
usual

< u|v >= [u∗1, u
∗
1] ·

(

v1
v2

)

(2.31)

Here, ui, vi are complex numbers.
A general state is a superposition of these states:

|ψs(t) > = c−(t)| − 1

2
> +c+(t)|1

2
>

< ψs(t)| = c∗−(t) < −1

2
| + c∗+(t) <

1

2
| (2.32)

The amplitudes c− and c+ are related to the probabilities |c−|2, |c+|2 finding
a spin in the state spin down or spin up, respectively. The state vectors have
to be normalized according to

< ψs(t)|ψs(t) >= |c−(t)|2 + |c+(t)|2 = 1 (2.33)

Let us now consider the representations of the spin operators. They are
represented by 2 × 2 hemitian matrices. We can uniquely determine these
matrices by the action of the operators upon the basis vectors.

Let us first consider the representation of S2 = S2
x + S2

y + S2
z We obtain
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S2|1
2
> =

3

4
h̄2|1

2
>

S2| − 1

2
> =

3

4
h̄2| − 1

2
> (2.34)

This uniquely defines the representation

S2 =
3

4
h̄2

(

1 0
0 1

)

(2.35)

The action of the operator Sz upon the state vectors is

Sz|
1

2
> =

1

2
h̄|1

2
>

Sz| −
1

2
> = −1

2
h̄| − 1

2
> (2.36)

In turn, Sz is uniquely represented by the matrix

Sz =
h̄

2

(

1 0
0 −1

)

(2.37)

The operators S± obey the general relations

S±|Sm >= h̄
√

S(S + 1) −m(m± 1)|S,m± 1 > (2.38)

Explicitly, for Spin 1/2, we obtain

S+|
1

2
> = 0

S+| −
1

2
> = h̄|1

2
> (2.39)

S−|
1

2
> = h̄|1

2
>

S−| −
1

2
> = 0 (2.40)

This indicates that the operators S± have the following representations

S+ = h̄

(

0 1
0 0

)

(2.41)

S− = h̄

(

0 0
1 0

)

(2.42)

The matrix representations of the spin operators Sx, Sy can be obtained
from the relations

Sx =
1

2
(S+ + S−) = h̄

1

2

(

0 1
1 0

)

(2.43)
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Sy = −i1
2
(S+ − S−) = h̄

1

2

(

0 −i
i 0

)

(2.44)

We want to point out that the Spin operators Sx, Sy, Sz are selfadjoint op-
erators. Therefore, they are represented by hermitian matrices. Furthermore,
we explicitly see from the representations that

S+ = (S−)† (2.45)

2.2.3 Magnetic Moment and Spin: Landé’s g-Factor

For the electron, the orbital angular momentum is connected with a magnetic
moment according to

µ = −µB

h̄
L (2.46)

where Bohr’s magneton µB is given by

µB =
eh̄

2m0
(2.47)

A similar relationship is assumed to be valid for the spin:

µ = −gs
µB

h̄
S (2.48)

The quantity gS is denoted as gyromagnetic factor or Landé’s g-factor. It can
be determined by the Zeeman effect and the Einstein-de-Haas experiment. It
turns out that its value is close to 2. In fact, high precision measurements
yield

g = 2, 002319304386(20) (2.49)

The factor g = 2 is obtained from the relativistic quantum mechanical treat-
ment of the electron based on Dirac equation. The corrections to g can be
determined from a quantum field theoretical treatment including interactions
with the electromagnetic field.

Not only electrons have a spin. Also protons, neutrons and nuclei possess
a spin and interact with an external magnetic field. The spin is intimately
related with a magnetic moment

µ = γS (2.50)

where the gyromagnetic ratio γ depends on the considered particle. For the
spin of protons and neutrons, the gyromagnetic ratio is expressed in terms of
the nuclear magneton, which is defined in analogy to Bohr’s magneton

µN =
eh̄

2mp
(2.51)

where mp is the mass of the proton (or neutron, respectively). For nuclei, an
analogous quantity is considered.
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Particle g-factor

Electron 2.0023193043622

Proton −5.585694713

Neutron 3.82608545

Muon 2.0023318414

We have used the definition µS = −g µI

h̄ S, where µI = |q|h̄/2mI

2.2.4 Pauli-Matrices

For the following ist is convenient to introduce the Pauli matrices σ by the
relation

S =
h̄

2
σ (2.52)

Since they are related to the spin operators they fullfill the following rela-
tions

[σi, σj ] = 2iǫijkσk (2.53)

σ2
j = 1 (2.54)

σjσk = δjk + iǫiklσl (2.55)

2.2.5 Pauli-Equation

In order to include the spin of the electron in the quantum mechanical de-
scription one introduced two wave funtions ψ+(x, t) and ψ−(x, t) for electrons
with spin up and spin down. Electrons with spin s = 1

2 are described by

|ψ(x, y, z, t) >= ψ+(x, y, z, t)

(

1
0

)

(2.56)

|ψ(x, y, z, t) >= ψ−(x, y, z, t)

(

0
1

)

(2.57)

These two wave functions are combined into so called spinors:

|ψ(x, y, z, t) >=

(

ψ+(x, y, z, t)
ψ−(x, y, z, t)

)

(2.58)

They are elements of a Hilbert space

|u >=

(

u+

u−

)

, < u| = (u∗+, u
∗
−) (2.59)
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where the scalar product is defined according to

< u|v >=

∫

d3xu∗+(x, t)v+(x, t) + u∗−(x, t)v−(x, t) (2.60)

Operators A in this Hilbert space are represented by 2 × 2-matrices,

A =

(

A11 A12

A21 A22

)

(2.61)

where the coefficients Aij are operators. Expectation values of these operators
are defined by the scalar products

< ψ|A|ψ > =

∫ 3

dx[< ψ+|A11|ψ+ > + < ψ+|A12|ψ− >

+ < ψ−|A21|ψ+ > + < ψ−|A22|ψ− >] (2.62)

We shall now consider the Hamilton operator of an electron with spin.
Without magnetic field the spin of the electrons are not influenced and the
Schrödinger equation holds for each wave function ψ±(x, t) of the state vector
|ψ > separately. We can combine this into the Spinor equation

ih̄
∂

∂t

(

ψ+

ψ−

)

=

(

Hψ+

Hψ−

)

= HI

(

ψ+

ψ−

)

(2.63)

with the Hamiltonian H. (I denotes the identity).
Including the interaction of the electron spin with an external magnetic

field leads to the Hamiltonian

H = [
(p + eA)2

2m0
− eΦ]E + gS

µB

h̄
B · S (2.64)

Explicit: Hamilton operator of an electron in a constant magnetic field

H = H0 +
µB

h̄
B · L + gs

µB

h̄
B · S (2.65)

2.2.6 Splitting of Energy Levels in a Constant Magnetic Field

The energy levels are obtainded as the eigenvalues of the eigenvalue problem

[H0 +
µB

h̄
B · L + gs

µB

h̄
B · S]|Ψ >= E|Ψ > (2.66)

Energy eigenvalues

E = E0
nl + µBB[m± 1] (2.67)

Since |m| ≤ l energy splitting for l=0 occurs only due to the existence of
the spin.
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2.2.7 Stern-Gerlach Experiment

As has been noticed in the experiment of Stern and Gerlach, a beam of silver
particles crossing an magnetic field with a gradient splits into two components.
This is a direct experimental proof of the existence of the spin of particles.

In the following we shall consider the theoretical treatment of this exper-
iment by focusing on the most simplest case of a particle with zero charge
q = 0, mass m0 and spin 1/2. The treatment will be based on the Pauli
equation.

We consider the inhomogeneous magnetic field

B = B(0, 0, z) (2.68)

We start from the Pauli Hamiltonian in the form

H =
p2

2m0
− g

µB

h̄
B · S (2.69)

where we have taken into account that the particles have zero charge. By a
separation ansatz we can split the motions in x and y directions and obtain
for the motion in z direction the Hamiltonian.

H = − h̄2

2m0

d2

dz2
+ g

µB

2
B[zσz ] (2.70)

In order to solve the time dependent Pauli equation we make the ansatz

|ψ >=

(

ψ+

ψ−

)

(2.71)

The Pauli equation can be split into equations for the two components of the
spinor |ψ >

ih̄ψ̇+ = [
p2

z

2m0
+
g

2
µBBz]ψ+

ih̄ψ̇− = [
p2

z

2m0
− g

2
µBBz]ψ− (2.72)

However, these are the Schrödinger equations for particles moving in the po-
tentials U = ±gµBBz.

2.3 Spin Dynamics

2.3.1 Spin in a Constant Field

The dynamics of a spin in a constant magnetic field leads to a rotation of the
expectation values of the spin vector around the axis defined by the magnetic
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field. This motion, which has its classical counterpart, is denoted as Lamor
precession. The Schrödinger equation reads

ih̄
d

dt
|ψ >= g

µB

h̄
B · S|ψ > (2.73)

We represent the spin vector according to

|ψ >= c+|
1

2
> +c−| −

1

2
> (2.74)

and obtain the two differential equations of first order

ih̄ċ+ = +
gµB

2
Bc+

ih̄ċ− = −gµB

2
Bc− (2.75)

The initial condition requires

|c+(0)|2 + |c−(0)|2 = 1 (2.76)

The solutions of these two differential equations read

c+ = e−i(ωL/2)tc+(0)

c− = ei(ωL/2)tc−(0) (2.77)

where we have introduced the Lamor frequency

ωL =
gµBB

h̄
(2.78)

We are now in a position to explicitly calculate the expectation value of
the Spin components

< Si(t) > = |c+|2 <
1

2
|Si|

1

2
> +c∗−c+ < −1

2
|Si|

1

2
>

+ c∗+c− <
1

2
|Si| −

1

2
> +|c−|2 < −1

2
|Si| −

1

2
> (2.79)

In order to calculate < Sx > and < Sy > we use the operators S±.

< Sx > =
1

2
< S+ + S− >=

h̄

2
[c∗−c+ + c∗+c−] = h̄a cosωLt

< Sy > =
1

2i
< S+ − S− >=

h̄

2
[c∗−c+ − c∗+c−] = h̄a sinωLt (2.80)

< Sz >= (|c+|2 − |c−|2)
h̄

2
(2.81)
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2.3.2 Spin Dynamics

B · S = BxSx +BySy +BzSz

= Bx
1

2
(S+ + S−) +By

1

2i
(S+ − S−) +BzSz

=
1

2
[B−S+ +B+S−] +BzSz (2.82)

Thereby, we have defined

B+ = (Bx + iBy)

B− = (Bx − iBy) (2.83)

The dynamics of the amplitudes c± reads

ih̄ċ+ = g
µB

2
Bzc+ +

1

2
g
µB

2
B−c−

ih̄ċ− = g − µB

2
Bzc− +

1

2
g
µB

2
B+c+ (2.84)

We perform the ansatz

c±(t) = ei∓ω0

2
td±(t) (2.85)

and obtain

ih̄ḋ+ =
1

2
g
µB

2
B−e

iω0td−

ih̄ḋ− =
1

2
g
µB

2
B+e

−iω0td+ (2.86)

As an example, we take the field

B+ = FeiωLt

B− = Fe−iωLt (2.87)

which leads us to

ih̄ḋ+ =
1

2
g
µB

2
Fd−

ih̄ḋ− =
1

2
g
µB

2
Fd+ (2.88)

This set of equation can be further reduced.
The solution reads

d+ = sin(Ωt+ φ)

d− = i cos(Ωt+ φ) (2.89)
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and we finally obtain

|ψ >= e−i(ωL/2)t sin(Ωt+ φ)|1
2
> +ei(ωL/2)ti cos(Ωt+ φ)| − 1

2
> (2.90)

It is straightforward to determine the expectation values

< Sz > =
h̄

2
[sin2(Ωt) − cos2(Ωt)] = − h̄

2
cos(2Ωt)

< Sx > = − h̄
2
sin(2Ωt)sin(ω0t)

< Sy > =
h̄

2
sin(2Ωt)cos(ω0t) (2.91)

pi/2-, π-Puls

2.3.3 Evolution Equations for Expectation Values of the Spin

We could have found the same result in a different way starting from the
time dependent Schrödinger equation. To this end we consider the temporal
derivative of the expectation values of the Spin operators:

ih̄
d

dt
< ψ(t)|Si|ψ(t) >= ih̄ < ψ(t)|Si|ψ̇(t) >= ih̄ < ψ̇(t)|Si|ψ(t) > (2.92)

Using the Schrödinger equation in the form

ih̄|ψ̇ > = g
µB

h̄
BjSj |ψ >

−ih̄ < ψ̇| = g
µB

h̄
Bj < Sjψ| (2.93)

we obtain

ih̄
d

dt
< ψ(t)|Si|ψ(t) > = g

µB

h̄
Bj < ψ|SiSj |ψ > −gµB

h̄
Bj < ψ|SjSi|ψ >

= g
µB

h̄
Bj < ψ|[Si, Sj ]|ψ > − (2.94)

We have exploited the fact that the spin operators are hermitian.
Using the commutator of the spin algebra,

[Si, Sj ] = ih̄ǫijkSk (2.95)

we end up with the relation

d

dt
< ψ(t)|Si|ψ(t) >= g

µB

h̄
Bjǫijk < ψ(t)|Sk|ψ(t) > (2.96)

The corresponding vector equation takes the form

d

dt
< S >=

µB

h̄
B× < S > (2.97)
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2.3.4 Bloch’s Equation

Materials with magnetic properties contain spins at spatial points xi. The
magnetization of the material is then given by

M =
∑

i

< S >i δ(x − xi) (2.98)

The evolution equation can be derived using the evolution equations for the
individual spin < Si.

We calculate

d

dt
M =

∑

i

d

dt
< Si > δ(x − xi)

=
µB

h̄
B × M (2.99)

This equation has applications in various fields. In order to account for decay
processes and pumping it has to be modified. This leads to the so-called
Bloch equation, where the added terms take into account relaxation of the
x, y components of the spin (relaxation time T2) and the relaxation of the
z-component (relaxation time T1) as well as a pumping term:

d

dt
< M >=

µB

h̄
B× < M > +





− 1
T2

< Mx >

− 1
T2

< My >
1
T1

(M0− < Mz >)



 (2.100)

Measuring the relaxation times T1 and T2 yield interesting information
about the material.

Bloch’s equation has application in ESR (electron spin resonance) and
NMR (nuclear magnetic resonance).

2.3.5 Heisenberg-Model, Landau-Lifshitz-Equation

The Landau-Lifshitz equation describes ferromagnets in terms of spins and
their interaction. The idea is to consider a lattice occupied by a spin Si,
whose expectation evolves according to

d

dt
〈Si〉 = γHi × 〈Si〉 (2.101)

The magnetic field has two contributions, first an external field H0 and, sec-
ond, a contribution from all other spin’s.

In the Heisenberg-model one assumes that the contributions from the other
spins result in a magnetic field, which is a linear superposition of all other
spins:

Hi = −
∑

j

JijSj (2.102)
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As a result, one obtains the evolution equation for the spins lattice

d

dt
〈Si〉 = −γ

∑

j

Jij〈Sj〉 × 〈Si〉 + γH0 × 〈Si〉 (2.103)

In the continuum limit, i.e. by assuming nearest neighbours interaction

Jij =
δj,i+1 + δj,i−1 − 2δij

(∆x)2
(2.104)

we end up with the so-called Landau-Lifshitz equation

∂

∂t
S(x, t) = γS(x, t) ×∆S(x, t) (2.105)

This nonlinear equation can be solved in one spatial dimension and ex-
hibits soliton solutions. In this case it is equivalent to the so-called nonlinear
Schrödinger equation

The Heisenberg-model can also be formulated quantum mechanically. To
this end one defines the spin operators Si as well as the Hamilton operator

H = −1

2

∑

ij

[Jx
ijS

i
xS

j
x + Jy

ijS
i
yS

j
y + Jz

ijS
i
zS

j
z ] +

∑

i

HSi
z (2.106)

assuming that spin operators at different lattice points commute. For certain
geometries, the spectrum of the Hamilton operator can be calculated explic-
itly. An example is the one-dimensional spin chain, which can be exactly solved
(using the so-called Bethe ansatz).
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Relativistiv Wave Equations

3.1 Classical Relativistic Mechanics

In an inertial coordinate system Σ the position of a particle is described by
the contravariant components xµ of the four vector x:

xµ = [ct, x, y, z] (3.1)

We denote the components of this four-vector of the same particle for-
mulated with respect to an inertial system Σ′, which moves with the relative
velocity V by xµ = [ct′, x′, y′, z′]. A postulate of the theory of special relativity
is that the quantity

c2dt2 − dx2 − dy2 − dz2 = c2dt′2 − dx′2 − dy′2 − dz′2 (3.2)

remains invariant.
It is convenient to introduce the covariant components of the four vector

x by
xµ = [ct,−x,−y,−z] (3.3)

Furthermore, we define the metric tensor gµν by the matrix

gµν =









1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1









(3.4)

It follows immediately that the relation between contravariant and covariant
components xµ and xµ can be expressed by the metric gµν according to

xµ = gµνx
ν (3.5)

We use the convention to sum up over dummy indices.
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Then, the condition (??) can be rewritten in terms of the (indefinite) scalar
product according to

gµνdx
µdxν = dxµdx

µ = c2dt2 − dx2 − dy2 − dz2 (3.6)

If we consider the four-vector x′µ, evaluated in the inertial system Σ′

moving with relative velocity U, then this vector can be related to the four-
vector xµ, evaluated in the inertial system Σ, via a Lorentz-transformation

dx′µ = Λµ
νdx

ν (3.7)

The Lorentz transformation is defined by the requirement that the scalar
product is invariant

gµνdx
µdxν = gµνdx

′µdx′ν (3.8)

This leads to the condition

gµν = gαβΛ
α
νΛ

β
ν (3.9)

The Lorentz transformation explicitly reads

cdt′ =
1

√

1 − β2
[cdt− βdx]

dz′ =
1

√

1 − β2
[dz − βcdt]

dx′ = dx

dy′ = dy (3.10)

In the limit |v| << c the Lorentz transform tends to the Galilei transform

dt′ = dt

dz′ = [dz − vdt]

dx′ = dx

dy′ = dy (3.11)

The Lorentz transform takes the form

Λµ
ν =

1
√

1 − β2









1 0 0 −β
0 1 0 0
0 0 1 0
−β 0 0 1









(3.12)

We now consider a moving particle. In the coordinate system Σ its velocity
is given by

v(t) = [ẋ(t), ẏ(t), ż(t)] (3.13)
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3.1.1 Velocity Four-Vector

It is convenient to introduce a velocity four vector uµ, which transforms like
a four-vector under Lorentz transformations

u′µ = Λµ
νu

ν (3.14)

A straightforward definition is the vector

uµ =
d

dτ
xµ (3.15)

Thereby, the eigenzeit τ is defined by

dτ =

√

1 − (
v(t)

c
)2dt (3.16)

The interval dτ is independent on the choosen coordinate system, due to (3.2).
In the coordinate system Σ′, it takes the form

dτ =
√

1 − v′(t′)/c2dt′ (3.17)

where v′(t′) is the velocity of the particle with respect to time t′ and the
coordinates x′(t′) of the coordinate system Σ′.

The four vector uµ can be determined in a straight forward manner:

uµ = [c
dt

dτ
,
dx(t)

dτ
,
dy(t)

dτ
,
dz(t)

dτ
]

=
dt

dτ
[c
dt

dt
,
dx(t)

dt
,
dy(t)

dt
,
dz(t)

dt
]

=
1

√

1 − β2
[c,v(t)] (3.18)

3.1.2 Momentum Four-Vector

It is convenient to define the momentum four-vector pµ by the relation

pµ = muµ (3.19)

Here, m denotes the so-called proper mass or the rest mass of the particle.
The vector of four-momentum is then given by

pµ =
1

√

1 − β(t)2
[mc,mv(t)] (3.20)

Alternatively, we can defined the four momentum vector according to

pµ = [
E

c
,p] (3.21)
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such that the momentum vector p is expressed as

p =
m

√

1 − β(t)2
v(t) (3.22)

and the energy is defined as

E =
m

√

1 − β(t)2
c2 (3.23)

We can introduce the covariant momentum vector

pµ = [
E

c
,−px,−py,−pz]

pµ = [
E

c
, px, py, pz] (3.24)

and determine the scalar product

pµp
µ =

E2

c2
− p2 = m2c2 (3.25)

We arrive at the relation

E =
√

m2c4 + c2p2 (3.26)

We remind the reader that m is the rest mass of the particle and p is the
momentum vector (3.22) defined in the inertial coordinate system Σ.

3.2 Quantization

We follow the quantization procedure

E = H(p, q)

E → ih̄
∂

∂t

p → h̄

i
∇ (3.27)

ih̄ψ̇ =
√

m2c4 − c2h̄2∆ψ (3.28)

This leads us to a nonlocal evolution equation. It is not immediately obvi-
ous, how this equation can be related to a probabilistic interpretation of the
wave function.



3.4 Dirac Equation 33

3.3 Klein-Gordon Equation

Iteration of the equation (3.28) yields

−h̄2 ∂
2

∂t2
ψ = [m2c4 − c2h̄2∆]ψ (3.29)

The Klein-Gordon equation is Lorentz-covariant. It can be rewritten as

[∂µ∂
µ + (

mc

h̄
)2]ψ = 0 (3.30)

where we have defined
xµ = [ct,−x,−y,−z] (3.31)

and

∂µ =
∂

∂xµ
= [

∂

∂ct
,
∂

∂x
,
∂

∂y
,
∂

∂z
] (3.32)

Using the operator
pµ = −ih̄∂µ (3.33)

we obtain
[pµp

µ − (mc)2]|ψ >= 0 (3.34)

3.4 Dirac Equation

Dirac suggested to extend the wave function to a quantity consisting of several
components in such a way, that each component obeys the Klein-Gordon
equation:

|ψ >=









ψ1

ψ2

ψ3

ψ4









(3.35)

His ansatz for the wave equation was

ih̄|ψ̇ >= [c
h̄

i

3
∑

i=1

αi
∂

∂xi
+mc2β]|ψ > (3.36)

The prefactors of the matrices αi and β are choosen in such a way that
they are dimensionless.

We will now determine the shape of these matrices from the requirement
that each component separately obeys a Klein-Gordon equation. To this end
we iterate
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−h̄2|ψ̈ > = [−ich̄
3

∑

i=1

αi
∂

∂xi
+mc2β]2|ψ >

= [−h̄2
3

∑

i=1

3
∑

j=1

αiαj + αjαi

2

∂

∂xi

∂

∂xj

− ih̄mc3
3

∑

i=1

[αiβ + βαi]
∂

∂xi
+m2c4β2]|ψ > (3.37)

Each component obeys the Klein-Gordon equation provided we require

αiαj + αjαi = 2δij

αiβ + βαi = 0

β2 = 1 (3.38)

It can be shown that the smallest dimension for which equations (3.38)
can be fullfilled is the dimension N=4. In fact, all the conditions (3.38) can
be verified if we choose

αi =

(

0 σi

σi 0

)

(3.39)

β =

(

1 0
0 −1

)

=









1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1









(3.40)

The 2 × 2-matrices are the Pauli matrices, as defined above.
This can be easily checked as follows. The representation of β is evident.

The matrices αiβ are antisymmetric:

σiβ =

(

0 αi

αi 0

) (

1 0
0 −1

)

=

(

0 −αi

αi 0

)

(3.41)

3.4.1 Interpretation of Wave Function: Probability Density

The probabilistic interpretation of the wave function requires the definition
of a probability density ρ, which can be taken in a straightforward manner as

ρ =
∑

α

|ψα|2 (3.42)

Together with the probability current j, the density ρ has to fullfill the conti-
nuity equation

∂

∂t
ρ+ ∇ · j = 0 (3.43)

The corresponding probability current turns out to be
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jk = cψ†αkψ (3.44)

This can be shown on the basis of the Dirac equation.
The adjoint stae vector has to be defined according to

ψ† = [ψ∗1 , .., ψ
∗
4 ] (3.45)

and the scalar product is defined as usual:

4
∑

k=1

φ∗k(x, t)ψk(x, t) (3.46)

3.4.2 Dirac Equation in Lorentz Covariant Form

x0 = ct , x1 = x , x2 = y , x3 = z (3.47)

∂µ =
∂

∂xµ
(3.48)

By multiplication with β we obtain

[βih̄
∂

∂ct
+ βαkih̄

∂

∂xk
−mc]|ψ >= 0 (3.49)

We define the matrices

γ0 = β , γi = βαi (3.50)

The Dirac equation then takes the form

(ih̄γµ∂µ −mc)|ψ >= 0 (3.51)

3.4.3 Minimal Coupling to the Electromagnetic Field

Coupling to electromagnetic field:

[γµ(pµ − qAµ) −mc]|ψ >= 0 (3.52)

Four vector potential

Aµ = [
Φ

c
,A1, A2, A3] (3.53)

Equation of motion

ih̄
∂

∂t
|ψ >= c

∑

j

αj [
h̄

i

∂

∂xj
− qAj ] + qΦ+mc2β|ψ > (3.54)
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3.4.4 Nonrelativistic Limit

In the following we shall consider the nonrelativistic limit.
The first step is to represent the wave vector |ψ > in terms of two quantities

ϕ, χ, each having to components, according to

|ψ >=









ψ1

ψ2

ψ3

ψ4









=

(

ϕ
χ

)

=









ϕ1

ϕ2

χ1

χ4









(3.55)

It is straightforward to determine the quantities

αj |ψ >=

(

0 σj

σj 0

) (

χ
ϕ

)

=

(

σjχ
σjϕ

)

= σj

(

χ
ϕ

)

(3.56)

As a consequence, the Dirac equation can be written as follows:

ih̄
∂

∂t

(

ϕ
χ

)

= c

(

σi(pi − qAi)χ
σi(pi − qAi)

)

+ qΦ

(

ϕ
χ

)

+mc2
(

ϕ
−χ

)

(3.57)

We perform the separation ansatz:

(

ϕ
χ

)

= e−imc2t

(

ϕ̃
χ̃

)

(3.58)

The meaning of this ansatz is as follows. The energy of a particle in the
nonrelativistic limit is just

E = mc2 +
p2

2m
(3.59)

The time dependence of a wave function is

ψ = e−i E
h̄

tψ̃ (3.60)

Therefore, we split the time dependency into the contribution due to E = mc2

and a remainder ψ̃. This separation leads us to

ih̄
∂

∂t

(

ϕ̃
χ̃

)

+mc2
(

ϕ̃
χ̃

)

= c

(

σi(pi − qAi)χ̃
cσi(pi − qAi)ϕ̃

)

+ qΦ

(

ϕ̃
χ̃

)

+mc2
(

ϕ̃
−χ̃

)

(3.61)
Now we split this equation into two:

ih̄
∂

∂t
ϕ̃ = cσi(pi − qAi)χ̃+ qΦ (3.62)

ih̄
∂

∂t
χ+ 2mc2χ = cσi(pi − qAi)ϕ+ qΦχ (3.63)
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In the nonrelativistic limit we can perform the following approximation

h̄| ∂
∂t
χ̃| << 2mc2|χ̃| (3.64)

which allows us to neglect the temporal derivative of χ

χ̃ =
c

+2mc2 − qΦ
σi(pi − qAi)ϕ̃ (3.65)

Furthermore, we can expand the denumerator

χ̃ =
1

2mc
[1 +

qΦ

2mc2
]αi(pi − qAi)ϕ̃ (3.66)

At this point, we have succeeded to eliminate the wave function χ̃, since we
are able to express it in terms of the wave function ϕ̃.

This allows us to formulate a wave equation for the two-componet quantity
ϕ̃ in the form

ih̄
∂

∂ct
ϕ̃ = σi(pi − qAi)

1

2m
[1 +

qΦ

2mc2
]σj(pj − qAj)ϕ̃+ q

Φ

c
ϕ̃ (3.67)

It is evident that this equation should correspond to the Pauli equation.
In order to proof this we make use of the following relation for the Pauli

matrices:
σiσj = δij + iǫijkσk (3.68)

ih̄
∂

∂t
ϕ̃ = (pi − qAi)

1

2m
[1 +

qΦ

2mc2
](pi − qAi)ϕ̃

+ iǫijkσk(pi − qAi)
1

2m
[1 +

qΦ

2mc2
](pj − qAj)ϕ̃

+ qΦϕ̃ (3.69)

ih̄
∂

∂t
ϕ̃ =

1

2m
(pi − qAi)

2ϕ̃

+ iǫijkσk(pi − qAi)
1

2m
[1 +

qΦ

2mc2
](pj − qAj)ϕ̃

+ qΦϕ̃ (3.70)

Let us first consider the term

iǫijkσk(pi − qAi)
1

2m
(pj − qAj)ϕ̃ = iǫijkσk[pipj + q2AiAj − q(Aipj +Ajpi) − q(piAj)]ϕ̃

= −q h̄

2m
ǫijkσk

∂

∂xi
Aj (3.71)
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However, the magnetic field is related to the vector potential Bk = ǫkij
∂

∂xi
Aj

such that

iǫijkσk(pi − qAi)
1

2m
(pj − qAj)ϕ̃ = −q h̄

2m
Bkσk = −2

µ

h̄
B · S (3.72)

As a result, we obtain the Pauli equation

ih̄
∂

∂t
ϕ̃ = (pi − qAi)

1

2m
(p − qA)ϕ̃− 2

µ

h̄
B · S + qΦϕ̃ (3.73)

where we have defined the magneton

µ =
qh̄

2m
(3.74)

In a similar way we can treat the term involving the potential Φ:

iǫijkσk(pi
qΦ

2mc2
)pj = −h̄ǫijkσk(

∂

∂xi

qΦ

2mc2
)pj =

= − qh̄

2mc2
[
1

r
Φ′(r)]σkLk (3.75)

Resulting equation

ih̄
∂

∂t
ϕ =

[

(p − qA)2

2m
+ qΦ− 2µB · S +

q

2m2c2
1

r
Φ′(r)S · L

]

ϕ (3.76)

The nonrelativistic limit of the Dirac equation is the Pauli equation in-
cluding a term due to the so-called spin-orbit coupling. An implication is the
value of the Landé g-factor of the electron, which turns out to be 2.

We formulate the Pauli equation for the Hydrogen atom. Here, we obtain
q = −e, µ = −µB = h̄e

2m0

:

ih̄
∂

∂t
ϕ =

[

(p + eA)2

2m
− γ

r
+ 2µBB · S +

1

2m2c2
γ

r3
S · L

]

ϕ (3.77)

3.4.5 Spin Orbit Coupling: Classical Interpretation

The origin of the spin orbit coupling has a clear physical explanation. Let us
consider the Hydrogen atom. In the rest frame of the core there exist only
an electric field. In the rest frame of the electron, the core is moving with a
certain velocity v and generates a magnetic induction

B = −1

c
[v × E] =

1

c2
[r × v]

1

r
Φ′(r) =

1

mc2
1

r
Φ′(r)L (3.78)

Thereby, we have assumed that the potential is radially symmetric, Φ(r),
E = − r

rΦ
′(r). The electron possesses a magnetic moment related with the

spin
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µ = −µB

h̄
S (3.79)

However, the energy of a magnetic moment in a field B is E = −µ · B such
that the contribution to the Hamilton-operator for the electron is just

HSO = − µh̄

mc2
1

r
Φ′(r)L · S (3.80)

The missing factor 2, in comparision with the equation directly obtained
in the nonrelativistic limit from the Dirac equation, eq. (3.77), is due to the
fact that the formula (3.78) holds for a uniform velocity v, whereas in the
present case the motion is accelerated.
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Coupling of Angular Momenta

4.1 Motivation: Spin-Orbit Coupling

As we have seen the interaction between the spin of the electron and the
motion of the nucleus in the hydrogen atom leads to a contribution in the
Pauli equation of the form

H = H0 + a(r)L · S (4.1)

This contribution underlies the hyperfine splitting of the spectral lines of hy-
drogenlike atoms. In order to determine the energy eigenvalues it is convenient
to rewrite the product L · S using the following identity:

L · S =
1

2
[(L + S)2 − L2 − S2] (4.2)

It is straightforward to consider the operator of the total angular momentum,

J = L + S (4.3)

As we shall discuss in the following, it is possible to show that the operator
J obeys the following commutation rules:

[J2,L2] = 0 , [J2,S2] = 0 , [L2,S2] (4.4)

Furthermore, the operator Jz commutes with J2, L2, S2. As a consequence
there are common eigenvectors. Using these eigenvectors, the calculation of the
energy eigenvalues of the time independent Pauli equation becomes possible.

Proof:

[J2, Jz] = 2[L · S, Lz + Sz] = 2[L, Lz] · S + 2[S, Sz] · L = 0 (4.5)
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4.2 Introductory Example: Two Spin 1/2

As a simple example we consider the coupling of two spins, described by the
Hamilton operator

H = γS1 · S2 (4.6)

Each spin can be described by a state vector in a two dimensional Hilbert
space H1/2 with basis |+ >, |− >. The Hilbert space for the two spins can be
spanned by the vectors, which form a basis of the product space H1/2 ×H1/2

| + + > = |1
2
> |1

2
>

| + − > = |1
2
> | − 1

2
>

| − + > = | − 1

2
> |1

2
>

| − − > = | − 1

2
> | − 1

2
> (4.7)

The basis vectors are eigenvectors of the set of operators S2
1, S1z, S2

2, S2z .
However, the operators S1z and S2z do not commute with the Hamiltonian H
and we conclude that the vectors of the product basis are not all eigenvectors
of the Hamilton operator.

However, the Hamiltonian commutes with the set of operators S2, Sz, S2
1,

S2
2. We denote these eigenvectors by

|(S1, S2), S,m >= |(1

2
,
1

2
)S,m > (4.8)

They obey the eigenvalue problems

S2
1 |(S1, S2)S,m > = h̄2S1(S1 + 1)|(S1, S2)S,m >

S2
2 |(S1, S2)S,m > = h̄2S2(S2 + 1)|(S1, S2)S,m >

S2|(S1, S2)S,m > = h̄2S(S + 1)|(S1, S2)S,m >

Sz|(S1, S2)S,m > = h̄m|(S1, S2)S,m > (4.9)

In the following we shall construct these eigenvectors as a superposition
of the product basis

|(S1, S2), S,m >= a| + + > +b| + − > +c| − + > +d| − − > (4.10)

The coefficients a,b,c,d are denoted as Clebsch-Gordon coefficients.
We know that the quantum number m = m1 +m2, so that m can take the

values m = 1, 0,−1.
Furthermore, we know that S = |m|. Therefore, we have the two possible

values S = 0, S = 1.
Let us know start to construct the normalized statevector



4.2 Introductory Example: Two Spin 1/2 43

|(1

2
,
1

2
), 1, 1 >= | + + > (4.11)

The normalized state vector |(1
2 ,

1
2 ), 1, 0 > is obtained by applying the

operator S−. Thereby, we exploit the relationship

S±|(s1, s2), S,m >=
√

S(S + 1) −m(m± 1)|(s1, s2), S,m− 1 > (4.12)

This yields

S−|(
1

2
,
1

2
)1, 1 > =

√
2|(1

2
,
1

2
)1, 0 >

= (S1,− + S2,−)| + + >=

√

3

4
+

1

4
(| + − > +| − + >)

= | − + > +| + − > (4.13)

This yields the eigenvector

|(1

2
,
1

2
)1, 0 >=

1√
2
[| − + > +| + − >] (4.14)

Furthermore,

S−|(
1

2
,
1

2
)1, 0 > =

√
2|(1

2
,
1

2
), 1,−1 >

=
1√
2
[| − − > +| − − >] (4.15)

This leads to the eigenvector

|(1

2
,
1

2
)1,−1 >= | − − > (4.16)

Up to now, we have constructed the three eigenfunctions with S = 1,
m = −1, 0, 1. It remains to determine the fourth eigenfunction, which has the
eigenvalues S = 0,m = 0. This eigenvector has to be orthogonal with respect
to the |(1

2 ,
1
2 )1,m >, m = 0,±1. This leads us to

|(1

2
,
1

2
), 0, 0 >=

1√
2
[| − + > −| + − >] (4.17)

We can now summarize our new basis, which is composed of two multi-
pletts, a triplett with S = 1, −1 ≤ m ≤ 1 and a singulett S = 0, m = 0.

|(1

2
,
1

2
), S,M >=









|(1
2 ,

1
2 ), 1, 1 >= | + + >

|(1
2 ,

1
2 ), 1, 0 >= 1√

2
[| − + > +| + − >] Triplett

|(1
2 ,

1
2 ), 1,−1 >= | − − >

|(1
2 ,

1
2 ), 0, 0 >= 1√

2
[| − + > −| + − >] Singulett









(4.18)
The Triplett states are symmetric with respect to an exchange of the spins.
The Singulett state is antisymmetric.
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4.2.1 Clebsch-Gordon Coefficients

The new basis is found as a superposition of the product basis |12 ,m1;
1
2 ,m2 >

with different m1 and m2:

|(1

2
,
1

2
), S,m >=

∑

m1,m2

C(
1

2
,m1;

1

2
,m2|S,m)|1

2
,m1;

1

2
,m2 > (4.19)

The so-called Clebsch-Gordon coefficients C(1
2m1,

1
2m2|S,m) obey the selec-

tion rule
m = m1 +m2 (4.20)

The Clebsch-Gordan coefficients can be obtained from (4.18).

4.2.2 Energy levels of a two-Spin Hamilton Operator

Since the opertors S2, Sz, S2
1, S2

2 commute with the Hamilton Operator:

H = 2aS1 · S2 = a[S2 − S2
1 − S2

2] (4.21)

the states |(1
2 ,

1
2 )S,M > are eigenstates of the Hamiltonoperator. The Triplet

states all have the same energy eigenvalues, since H does not depend on Sz

H |1, 1 > = ah̄2[2 − 3

4
− 3

4
]|1, 1 >= ah̄2 1

2
]|11 >

H |1, 0 > = ah̄2[2 − 3

4
− 3

4
]|1, 0 >= ah̄2 1

2
]|11 >

H |1,−1 > = ah̄2[2 − 3

4
− 3

4
]|1,−1 >= ah̄2 1

2
]|11 > (4.22)

The Singulett state has the energy eigenvalue

H |0, 0 >= −ah̄2 3

2
|0, 0 > (4.23)

4.3 Orbital Angular Momentum and Spin 1/2

In this section we adress the coupling of orbital momentum and spin. This will
be important for the consideration of the spin-orbit coupling of the electron
in hydrogenlike atoms.

We start by representing the eigenstates of the operators L2, S2, J2, Jz

|(l, 1
2 ), j,m > using the Clebsch-Gordon coefficients C(l,ml;

1
2 ,ms|j,m) in

terms of the product basis |l,ml >, 1
2 ,ms >:

|(l, 1
2
)j,m >=

∑

ml,ms

C(l,ml;
1

2
,ms|jm)|l,ml;

1

2
,ms > (4.24)
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Thereby,

J2|(l, 1
2
)j,m > = h̄2j(j + 1)|(l, 1

2 )j,m >

Jz|(l,
1

2
)j,m >= h̄2j(j + 1)|(l, 1

2
)j,m >

L2|(l, 1
2
)j,m >= h̄2l(l+ 1)|(l, 1

2
)j,m >

S2|(l, 1
2
)j,m >= h̄2s(s+ 1)|(l, 1

2
)j,m > (4.25)

As a first step, we proof that the Clebsch-Gordon coefficients are different
from zero provided

m = ml +ms (4.26)

To this end we calculate

Jz |(l,
1

2
)j,m > =

∑

ml,ms

C(l,ml;
1

2
,ms|jm)(Lz + Sz)|l,ml;

1

2
,ms >

=
∑

ml,ms

C(l,ml;
1

2
,ms|jm)h̄(ms +ml)|l,ml;

1

2
,ms >

= mh̄
∑

ml,ms

C(l,ml;
1

2
,ms|jm)(Lz + Sz)|l,ml;

1

2
,ms >(4.27)

We shall now construct the new basis starting with the eigenvectors
|(l, s), jmax,mmax > with maximal value of m. Clearly, jmax = mmax. This
maximal value is obtained for

mmax = jmax = mmax,l +mmax,s = l +
1

2
(4.28)

The maximal value of j is then j = l+ 1
2 and the corresponding eigenfunction

is

|(l, 1
2
), l +

1

2
, l+

1

2
>= |l,m;

1

2
,
1

2
> (4.29)

The Multiplett j = l + 1/2

We determine now all eigenvectors of the multiplett with eigenvectors |(l, s)l+
1
2 ,m >, −(l+ 1

2 ≤ m ≤ l+ 1
2 . They can be obtained by successively applying

the operator J−:

J−|(l,
1

2
)l +

1

2
, l +

1

2
> = h̄

√
2l+ 1|(l, 1

2
)l +

1

2
, l − 1

2
>

= h̄
√

2l|l, l− 1;
1

2

1

2
> +h̄|ll; 1

2
− 1

2
> (4.30)

This yields the eigenvector

|(l, 1
2
)l +

1

2
, l − 1

2
>=

√

2l

2l+ 1
|l, l− 1;

1

2

1

2
> +

√

1

2l + 1
|ll; 1

2
− 1

2
> (4.31)
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The Mutiplett with j = l − 1/2

We have to determine the multiplett with j = 1− 1
2 and start by determining

the eigenvector

|(l, 1/2), l− 1/2, l− 1/2 >=

√

1

2l+ 1
|l, l− 1;

1

2
,
1

2
> −

√

2l

2l+ 1
|l, l, 1

2
,−1

2
>

(4.32)
by the condition that it is orthogonal to the vector |(l, 1/2), l+1/2, l− 1/2 >,
and all the other eigenvectors of the multiplett with j = l + 1

2 .
Application of the ladder operator J− to the eigenvectors (l, 1/2), l+1/2, l−

1/2 >, (l, 1/2), l− 1/2, l− 1/2 > yields the further eigenvectors.
By this way, we have determined

2(l +
1

2
) + 1 + 2(l− 1

2
) + 1 = 2(2l+ 1) (4.33)

eigenvectors. Since the product basis has also 2(2l+ 1) eigenvectors, we have
found a complete basis of eigenvectors.

The Clebsch-Gordon coefficients can be read off from the relations

Representation in terms of Spinors

|l + 1/2, l, 1/2, l+ 1/2 >= Ylm

(

1
0

)

(4.34)

|l + 1/2, l, 1/2, l− 1/2 >=

√

2l

2l+ 1
Ylm−1

(

1
0

)

+

√

1

2l + 1
Ylm

(

0
1

)

(4.35)

Application of J− yields

|l + 1/2, l, 1/2, 1/2, l− 1/2 > ......|l + 1/2, l, 1/2, 1/2,−l− 1/2 > (4.36)

|(l, 1/2), l−1/2, , l−1/2>=

√

1

2l + 1
Ylm

(

1
0

)

−
√

2l

2l+ 1
Ylm−1

(

0
1

)

(4.37)

Application of J− yields the eigenvectors

|(l, 1/2), l− 1/2, , l− 1/2 > ......|(l, 1/2), l− 1/2, ,−l− 1/2 > (4.38)

Nomenclature:

l = 0 2S1/2

l = 1 2P3/2
2P1/2

l = 2 2D5/2
2D3/2

l = 3 2F7/2
2F5/2

General
n2S+1PJ (4.39)
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Contribution of Spin-Orbit Coupling to Fine Structure

Energy splitting due to spin-orbit coupling:
The energy splitting due to spin-orbit coupling is obtained through thr

formula

H =
Ze2

4πǫ0

1

2m2
0c

2

1

r3
L · S =

a(r)

2
[J2 − L2 − S2] (4.40)

The energy splitting is given by

ESO =
Ze2

4πǫ0

1

2m2
0c

2
< Rnl(r)|

1

r3
|Rnl(r) >

1

2
[(l +

1

2
)(l +

3

2
− l(l + 1) − 3

4
]

=
Ze2

4πǫ0

1

2m2
0c

2
< Rnl(r)|

1

r3
|Rnl(r) >

1

2
(j − 1

2
) (4.41)

The fine splitting of the hydrogen atom consists of three contributions
which are of the order α2, where α denotes Sommerfeld’s fine structure con-
stant

alpha =
e2

4πǫ0h̄c
≈ 1

137, ..
(4.42)

The first contribution is a relativistic correction to the kinetic energy of the
electron

H = − p4

8m3
0c

2
(4.43)

This contribution comes from the expansion

E =
√

m2
0c

4 + c2p2 = m0c
2 +

p2

2m0
− p4

8m3
0c

2
(4.44)

The second contribution is the spin-orbit coupling. The third contirbution is
due to the so-called Darwin term

HDarwin =
h̄2

8m2
0c

4
4π

Ze2

4πǫ0
δ(r) (4.45)

The total effect has the form

EFS = −Enα
2

n
(

1

j + 1/2
− 3

4n
)Z2 (4.46)

We take a fix value S = 1/2 and l. In this case J can talke the values

J = l +
1

2
J = l− 1

2
(4.47)

The corresponding values of H are given by

H = a(r)h̄2[(l +
1

2
)(l +

3

2
) − l(l + 1) − 3

4
] = a(r)lh̄2 (4.48)
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there is a 2(l + 1/2) + 1 = 2l + 2-fold degeneracy with respect to m.

H = a(r)h̄2[(l − 1

2
)(l +

1

2
) − l(l + 1) − 3

4
] = a(r)(−(l + 1))h̄2 (4.49)

There is a 2l-fold degeneracy.

4.4 Coupling of Angular Momenta: General Treatment

Angular moment
J1,J2 (4.50)

Eigenvalue problems:

J2
1|j1,m1 > = h̄2j1(j1 + 1)|j1,m1 >

Jz,1|j1,m1 > = h̄m1|j1,m1 >

J2
2|j2,m2 > = h̄2j2(j2 + 1)|j2,m2 >

Jz,2|j2,m2 > = h̄m2|j2,m2 > (4.51)

The product Hilbert space is the direct product of the spaces corresponding
to the angular momentum operators J1, J2. This space is spanned by the
vectors

|j1m1; j2m2 >= |j1,m1 > |j2,m2 > (4.52)

Expectation values are calculated by the scalar products.
The dimension of the product space is

dim[H(J1) ×H(J2)] = (2J1 + 1)(2J2 + 1) (4.53)

4.5 The Operator of Total Angular momentum,
J = J1 + J2

Since the single operators form an algebra

[Ji,1, Jj,1] = ih̄ǫijkJk,1 (4.54)

[Ji,2, Jj,2] = ih̄ǫijkJk,2 (4.55)

the operators of the total angular momentum also defines an algebra momen-
tum.

[Ji, Jj ] = ih̄ǫijkJk (4.56)

We denote the eigenfunctions by

J2|j,m > = h̄2j(j + 1)|j,m >

Jz|j,m > = h̄m|j,m > (4.57)
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In the following we shall construct these eigenfunctions from the basis of
the product space, (4.52). To this end we notice, however, that the following
commutator relationships hold:

[

J2,J2
1

]

= 0
[

J2,J2
2

]

= 0
[

J2,Jz

]

= 0
[

J2
1,Jz

]

= 0
[

J2
2,Jz

]

= 0 (4.58)

This indicates that there exist common eigenvectors, which we denote by

|j, j1, j2,m > (4.59)

Since the operators J are operators of angular momentum we have the
relationships

J2|j, j1, j2,m >= h̄2j(j + 1)|j, j1, j2,m >

Jz|jj1j2m >= h̄m|j, j1, j2,m > (4.60)

Furthermore, we know that j can take the values

j = 0,
1

2
, 1,

3

2
, ... (4.61)

and
−j ≤ m ≤ j (4.62)

Since the eigenvectors are simultaneously eigenvectors of the operators J1,
J2 the following relations hold:

J2
1|j, j1, j2,m >= h̄2j1(j1 + 1)|j, j1, j2m >

J2
2|j, j1, j2,m >= h̄2j2(j2 + 1)|j, j1, j2m > (4.63)

Let us now determine the eigenfunctions as a superposition of the basis of
the product space.

|j, j1, j2,m >=
∑

m1,m2

C(jm, j1m1, j2m2)|j1,m1; j2,m2 > (4.64)

The coefficients are denoted as Clebsch-Gordan coefficients. Sometimes, they
are also called Wigner coefficients.

We have to determine the possible eigenvalues j and m, as well as the
corresponding eigenvectors |j, j1, j2,m >. This will be done in an operational
way in several steps.
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4.5.1 First step: Determination of m

We apply the operator Jz to the eigenstate j, j1, j2,m >. The definition yields

Jz |j, j1, j2,m > = mh̄|j, j1, j2,m >

=
∑

m1,m2

C(jm, j1m1, j2m2)h̄(m1 +m2)|j1m1 > |j2m2 >(4.65)

We have used the identity

[Jz1 + Jz2]|j1m1; j2m2 >= h̄(m1 +m2)|j1m1; j2m2 > (4.66)

indicating that

C(jm, j1m1, j2m2) = δm,m1+m2
C̃jm,j1m1,j2m2

(4.67)

As a consequence, the eigenvalue m and the eigenvaluesm1, m2 are related
by

m = m1 +m2 (4.68)

4.5.2 Multiplets

Due to the inequality
−j ≤ m ≤ j (4.69)

there are (2j+1) eigenstates of the operator Jz, which are denoted as multiplets
(singulets j=0, dublets j=1/2, triplets j=1, quadruplets j=3/2,etc.)

We look for the eigenfunction with maximal value of m. Due to (4.68) the
maximal value of m is m = j1 + j2. the corresponding value of j is j = j1 + j2.
The corresponding state is

|(j1 + j2), j1, j2, (j1 + j2) > (4.70)

We have to represent this state as a superposition of the product states
(4.52). Up to a phase factor, there is only a single product vector, which can
be used for a representation

|(j1 + j2)j1j2(j1 + j2) >= |j1j1 > |j2j2 >= |j1j1; j2j2 > (4.71)

The other states corresponding to the j1 + j2-multiplet can be obtained
by the application of the ladder operator J−

J−|j, j1, j2,m >= h̄
√

j(j + 1) −m(m− 1)|j, j1, j2,m− 1 > (4.72)

The first application yields

J−|j1 + j2, j1, j2, j1 + j2 > = h̄
√

2(j1 + j2)|j1 + j2, j1, j2, j1 + j2 − 1 >

= h̄[
√

2j1|j1j1 − 1; j2j2 > + +
√

2j2]|j1j1; j2j2 − 1 >(4.73)
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As a consequence, we obtain

|j1+j2, j1, j2, j1+j2−1 >=

√

j1
j1 + j2

|j1, j1−1; j2j2 > +

√

j2
j1 + j2

|j1, j1; j2, j2−1 >

(4.74)
from where we can read off the Clebsch Gordan coefficients.

It is important to notice that this eigenvector is normalized. The states
|j1 + j2, j1, j2,m > with descending values of m are obtained by a subsequent
application of the operator J−. We obtain 2(j1 + j2) + 1 eigenvectors.

4.5.3 Further Multiplets

There is a further state, which is spanned by the two eigenvectors

|j1, j1; j2, j2 − 1 > , |j1, j1 − 1; j2, j2 > (4.75)

This eigenvector has m = j1 + j2 − 1 and, in turn, belongs to the eigenvector
|j1 + j2 − 1, j1, j2, j1 + j2 − 1. However, since this vector has to be orthogonal
to the vector |j1 + j2, j1, j2, j1 + j2 − 1,

< j1 + j2 − 1, j2, j1, j1 + j2 − 1|j1 + j2, j1, j2, j1 + j2 − 1 >= 0 (4.76)

it is uniquely given by

|j1+j2−1, j1, j2, j1+j2−1 >=

√

j2
j1 + j2

|j1, j1−1; j2j2 > −
√

j1
j1 + j2

|j1, j1; j2, j2−1 >

(4.77)
Application of the ladder operator L− yields the multiplet corresponding to
j = j1 + j2 − 1. We obtain 2(j1 + j2 − 1) + 1 eigenvectors.

4.5.4 Iteration of the Procedure

The procedure starts anew. We obtain the vector |j1+j2−1, j1, j2, j1+j2−2 >
as a linear combination of j1, j1 − 2, j2, j2 >, |j1, j1 − 1, j2, j2 − 1 > and
j1, j1, j2, j2 − 2 >. These vectors, however, can be used to form a further
vector, |j1 + j2 − 2, j1, j2, j1 + j2 − 2 >. It has to be orthogonal with respect
to |j1 + j2 − 1, j1, j2, j1 + j2 − 2 >, as well as j1 + j2, j1, j2, j1 + j2 − 2 >. This
fact uniquely defines the vector j1 + j2 − 2, j1, j2, j1 + j2 − 2 >.

If j2 > j1, this procedure terminates after 2j1 steps. This means

j ≥ |j2 − j1| (4.78)

This condition has to be compared with the classical addition of angular
momentum, which follows from the inequality

|J1 − J2 ≤ |J| ≤ |J1 + J2| (4.79)
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Schrödinger-, Heisenberg-, Interaction Picture

In this chapter we shall discuss various ways to deal with the dynamics of
quantum systems. We shall introduce the so-called Schrödinger-, Heisenberg-
, and interaction pictures. The starting point is a formal solution of the
Schrödinger equation.

5.1 Formal Solution of the Schrödinger Equation

5.1.1 Time Independent Hamiltonian H

The solution of the Schrödinger equation with a time independent Hamilto-
nian H can be represented by the formal expression

|ψ(t) >= e−i/h̄Ht|ψ(0) > (5.1)

Thereby we define the function F (A) of an operator A by the formal Taylor
expansion of the function F (x):

F (x) =
∑

k=0

Fkx
k (5.2)

and obtain
F (A) =

∑

k=0

Fkx
k (5.3)

The operator

U(t) = e−
i
h̄

Ht =
∑

k=0

tk
1

k!

(

− i

h̄

)k

Hk (5.4)

is given in terms of the Taylor series expansion of the exponential function ex.
We now calculate the temporal derivative of the operator U(t). To this

end we use the Taylor expansion and calculate
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d

dt
U(t) =

d

dt

∑

k=0

tk
1

k!

(

− i

h̄

)k

Hk

= [
∑

k=1

tk−1 1

(k − 1)!

(

− i

h̄

)−1

kHk−1]
−i
h̄
H (5.5)

The result can be summarized as

ih̄
d

dt
U(t) = HU(t) = U(t)H (5.6)

It is transparent from (5.5) that the operators H and U(t) commute.
The time evolution operator U(t) is an unitary operator, i.e.

U †(t)U(t) = E (5.7)

5.1.2 Time Ordered Exponential

Liebe Frau Gurevich: Dies muss nicht gemacht werden

|ψ(t) >= |ψ(0) > +
1

ih̄

∫ t

0

dt′H |ψ(t′) > (5.8)

Iteration yields

|ψ(t) >= |ψ(0) > +
1

ih̄

∫ t

0

dt′H |ψ(0) >
1

(ih̄)2

∫ t

0

dt′H

∫ t′

0

dt′′H |ψ(0) >

(5.9)
Formal Solution for time dependent Hamilton operator

|ψ(t) >= Te−i/h̄ 0tdt′H(t′)|ψ(0) > (5.10)

5.2 Schrödinger Picture

The temporal evolution of the state vector of a quantum mechanical system
is given by the Schrödinger equation. The knowledge of the evolution of the
state vector allows one to calculate the expectation of a physical quantity
A(t), which may itself be explicitly time dependent, as the expectation value
of the operator A(t):

< ψ(t)|A(t)|ψ(t) > (5.11)

5.3 Heisenberg-Picture

We can use the formal solution (5.1) to calculate the expectation value of an
operator A, which we assume to be time independent, according to
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< ψ(t)|A|ψ(t) > = < e−i/h̄Htψ(0)|A|e−i/h̄Htψ(0) >

= < ψ(0)|ei/h̄HtAe−i/h̄Ht|ψ(0) > (5.12)

This relation suggests to introduce the operator AH(t) in the so-called
Heisenberg picture

AH(t) = ei/h̄HtAe−i/h̄Ht (5.13)

Thus, there are two possibilities to calculate the expectation of A(t),

< ψ(t)|A|ψ(t) >=< ψ(0)|AH(t)|ψ() > (5.14)

either using the time dependent state vector |ψ(t) > and the operator A(t)
(the so-called Schrödinger picture) or the time independet initial state vector
and the operator AH(t) in the Heisenberg picture.

In the Heisenberg picture, the state vector is constant, where as the oper-
ator AH(t) changes in time.

There are certain relationships for operators A, B in the Schrödinger and
Heisenberg picture.

The first relation concernes commutators:

[AH , BH ] = {[A,B]}H (5.15)

This relation means that the commutator of two operators in the Heisenberg
picture equals the commutator of the operators in the Schrödinger picture
transformed to the Heisenberg picture.

The proof is strightforward:

[AH , BH ] = e
i
h̄

HtAe−
i
h̄

Hte
i
h̄

HtBe−
i
h̄

Ht − e
i
h̄

HtBe−
i
h̄

Hte
i
h̄

HtAe−
i
h̄

Ht

= e
i
h̄

Ht[AB −BA]e−ih̄Ht = {[A,B]}H (5.16)

The second relation concernes the Hamilton operator:

HH = e
i
h̄

HtHe−
i
h̄

Ht = H (5.17)

This means explicitly for a quantum mechanical particle moving in the
potential U(x)

H =
p2

2m
+ U(x) =

p2
H

2m
+ U(xH) (5.18)

5.3.1 Heisenberg’s Evolution Equation

It is convenient to determine the time dependence of the operator AH(t) by
an evolution equation. To this end we calculate

d

dt
AH(t) =

i

h̄
e

i
h̄

Ht[HA(t) −A(t)H ]e−
i
h̄

Ht (5.19)

We can insert
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E = e−
i
h̄

Hte
i
h̄

Ht (5.20)

and obtain the so-called Heisenberg evolution equation of the operator AH(t):

d

dt
AH(t) =

i

h̄
[H,AH(t)] (5.21)

5.3.2 Relation to Poisson Brackets

We can compare this evolution equation with the evolution equation of a
quantity A(q,p) in classical mechanics.

d

dt
A(q(t),p(t)) = q̇(t) · ∇qA+ ṗ(t) · ∇pA (5.22)

With the help of the Hamiltonian canonical equations we obtain

d

dt
A(q(t),p(t), t = ∇pH · ∇qA−∇qH · ∇pA

= {H,A} (5.23)

The latter equation determines the Poisson bracket

{H,A} = ∇pH · ∇qA−∇Hq · ∇pA (5.24)

We see that the formulation of classical mechanics based on the Poisson
bracket has its counterpert in the Heisenberg evolution equation for the op-
erator AH in the Heisenberg picture.

The analogy between the formulation of classical Hamiltonian dynamics
on the basis of the Poisson bracket and the Heisenberg operator allows one to
perform the following quantization procedure, which may be considered to be
an analogue of the quantization procedure based on Jordan’s rule.

The quantization is summarized in the table

Classical Mechanics Quantum Mechanics

Hamilton function H(p,q) Hamilton operator H

Physical Observable A(q,p) Operator A

d
dtA = {H,A} d

dtAh = i
h̄ [H,AH ]
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5.3.3 Examples

Our first example is the harmonic oscillator with Hamiltonian

H =
p2

2m
+
mω2

2
x2 (5.25)

The evolution equation for the operators xH(t) and pH(t) read

ẋH =
i

h̄
[H,x]H =

i

h̄

1

2m
[p2

H , xH ]

ṗH =
i

h̄
[H, p]H =

i

h̄

mω2

2
[x2

H , pH ] (5.26)

For the commutators of two operators one can proof

[AH , BH ] = {[A,B]}H (5.27)

Since

[p2, x] = p[p, x] + [p, x]p = 2
h̄

i
p (5.28)

[x2, p] = x[x, p] + [x, p]x = −2
h̄

i
x (5.29)

we simply obtain the Heisenberg equation of motion for the operators xH , pH :

ẋH =
pH

m

ṗH = −mω2
0xH (5.30)

It is straightforward to determine the equation of motion for the expecta-
tion values. In the Heisenberg picture we have

d

dt
< ψ(0)|AH |ψ >=< ψ(0)| d

dt
AH |ψ(0) > (5.31)

This yields

d

dt
< x >=

< p >

m
d

dt
< p >= −mω2 < x > (5.32)

which can be combined into

d2

dt2
< x >= −ω2 < x > (5.33)
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We now proceed to the harmonic oscillator in the occupation number rep-
resentation

H = h̄ω[b†b+
1

2
] (5.34)

We determine the Heisenberg evolution equation for the annihilation and
creation operators b†, b. We obtain

ḃH =
i

h̄
[H, bH ] =

i

h̄
h̄ω[b†b, b]H = −iωbH

ḃ†H =
i

h̄
[H, b†H ] =

i

h̄
h̄ω[b†b, b†]H = iωb†H (5.35)

Thereby, we have used

[b†b, b] == −b (5.36)

[b†b, b†] = b† (5.37)

Therefore, the operators b, b† in the interaction picture are

bH(t) = e−iωtbS

b†H(t) = eiωtb†S (5.38)

5.4 Interaction Picture

Besides the Schrödinger and the Heisenberg picture there is the so-called In-
teraction picture, which is applied if the Hamilton operator can be spilt into
H0 and an interaction W (t). The Schrödinger equation takes the form

ih̄
∂

∂t
|ψ(t) >= [H0 +W (t)]|ψ(t) > (5.39)

The interaction picture is obtained through the ansatz

|ψ(t) >= e−i/h̄H0t|ψI(t) > (5.40)

where the influence of the interaction term W (t) is taken into account by the
time dependence of ψI(T ) >. For W (t) → 0 the Interaction picture tends to
the Heisenberg picture.

We can derive the evolution equation for the wave function |ψI(t) > in the
interaction picture. To this end we calculate

ih̄
∂

∂t
e−i/h̄H0t|ψI(t) >= H0e

−i/h̄H0t|ψI(t) > +e−i/h̄H0tih̄
∂

∂t
|ψI(t) > (5.41)

Inserting this temporal derivative into the Schrödinger equation we obtain
the evolution equation determining the time dependence of the wave function
|ψI(t) > in the interaction picture
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ih̄
∂

∂t
|ψI(t) >= ei/h̄H0tW (t)e−i/h̄Ht|ψI(t) > (5.42)

The expectation values of an arbitrary operator A can be evaluated ac-
cording to

< ψ(t)|A(t)|ψ(t) > = < e−i/h̄H0tψI(t)|A(t)|e−i/h̄H0tψI(t) >

= < ψI(t)|ei/h̄H0tA(t)e−i/h̄H0t|ψI(t) >=< ψI(t)|AI(t)|ψI(t) >(5.43)

This defines the operators in the Interaction picture

AI(t) = ei/h̄H0tA(t)e−i/h̄H0t (5.44)

Application: Time dependent perturbation theory in the interaction pic-
ture
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Perturbation Theory

6.1 Introductory Example

We consider the eigenvalue problem

H |ψ >= [H0 + ǫW ]|ψ >= E|ψ > (6.1)

with the symmetric 2 × 2 matrices

H0 =

(

E1 0
0 E2

)

, W =

(

W1 w
w W2

)

(6.2)

The eigenvalue problem is then related to the solution of the linear homoge-
neous system

(

E1 + ǫW1 − E ǫw
ǫw E2 + ǫW2 − E

) (

ψ1

ψ2

)

= 0 (6.3)

Nontrivial solutions are obtained provided

Det(H0 + ǫW − EI) = (E1 + ǫW1 − E)(E2 + ǫW2 − E) − ǫ2w2

= E2 − (E1 + E2 + ǫ(W1 +W2))E

+ (E1 + ǫW1)(E2 + ǫW2) − ǫ2w2 = 0 (6.4)

The characteristic equation can be solved

E1,2 =
E0

1 + E0
2 + ǫ(W1 +W2)

2
±

√

(E0
1 − E0

2 + ǫ(W1 −W2))

4
+ ǫ2w2 (6.5)

In order to obtain the eigenvalues for small values of ǫ, we can expand into
a Taylor series with respect to the smallness parameter ǫ. To first order in ǫ
we obtain

E1 = E0
1 + ǫW1

E2 = E0
2 + ǫW2 (6.6)
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To second order in ǫ2 the result reads

E1 = E0
1 + ǫW1 + ǫ2

w2

2(E1 − E2)

E2 = E0
2 + ǫW2 + ǫ2

w2

2(E2 − E1)
(6.7)

6.2 Perturbation Theory: Nondegenerate Case

In this section we shall generalize the above result to the time independent
Hamilton operator:

[H0 + ǫV ]|ψ >= E|ψ > (6.8)

We assume that the eigenfunctions |n > and the eigenvalues En of the
Hamiltonian H0 are well-known:

H0|n >= E0
n|n > (6.9)

In order to solve the linear eigenvalue problem we perform the following
expansion

E = E0 + ǫE1 + ǫ2E2 + .....

|ψ > = |ψ0 > +ǫ|ψ1 > +ǫ2|ψ2 > (6.10)

Inserting this ansatz into the eigenvalue problem and collecting terms of
the same order in ǫ we find

H0|ψ0 > −E0|ψ0 > = 0

H0|ψ1 > −E0|ψ1 > = −E1|ψ0 > −V |ψ0 >

H0|ψ2 > −E0|ψ2 > = −E2|ψ0 > −E1|ψ1 > −V |ψ1 > (6.11)

In general, one could write down the expansion in n-the order.
We shall now solve this set of equations order by order. In zeroth order we

obtain the solution

E0 = E0
n , |ψ0 >= |n > (6.12)

where we consider in detail a perturbation of the n-th eigenfunction corre-
sponding to the eigenvalue E0

n.
Let us now preceed to the solution of the first order equation

(H0 − E0
n)|ψ1 > = E1|n > −V |n > (6.13)

We can immediately determine the first order correction E1
n to the energy

value E0
n by forming the scalar product of this equation with the eigenvector

|n >:
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< n|(H0 − E0
n)|ψ1 > = E1 < n|n > − < n|V |n > (6.14)

The left hand side, however is zero, since

< n|(H0 − E0
n)|ψ1 >=< (H0 − E0

n)n|ψ1 >= (E0
n − E0

n) < n|ψ >= 0 (6.15)

As a result, we obtain the first order correction

E1
n =< n|V |n > (6.16)

We proceed to determine the first order correction to the eigenvector,
which is determined by eq. (6.13). To this end we perform an expansion of the
first order correction |ψ1 > in terms of the complete set of eigenvectors |n >

|ψ1 >=
∑

k

ckn|k > (6.17)

Equation (6.13) yields with the help of H0|k >= E0
k|k >

(H0 − E0
n)

∑

k

ckn|k >=
∑

k

(E0
k − E0

n)ckn|k >= E1
n|n > −V |n > (6.18)

Projecting this equation onto the eigenvector |m > yields

∑

k

(E0
k − E0

n)Ck
n < m|k >= E1δmn− < m|V |n > (6.19)

where we have exploited the fact that < m|n >= δnm. We arrive at

(E0
m − E0

n)cmn = E1
nδmn− < m|V |n > (6.20)

Again, we see that taking n = m we obtain as solvability condition the first
order correction E1

n =< n|V |n >. For n 6= m we can determine the coefficients
cmn :

cmn =<
< m|V |n >
E0

n − E0
m

(6.21)

Thereby, we have to assume that E0
n 6= E0

m, i.e. that we have no degeneracy
of the energy spectrum. This case will be treated below.

We can now summarize our results to first order in ǫ

E = E0
n + ǫE1

n = E0
n + ǫ < n|V |n >

|ψ > = |n > +
∑

m

< m|V |n >
E0

n − E0
m

|m > (6.22)

We shall proceed to the treatment of the second order corrections E2
n and

ψ2
n >, which are determined by

H0|ψ2 > −E0
n|ψ2 > = E2|n > +E1|ψ1 > −V |ψ1 > (6.23)
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Again, we can employ a solvability condition by forming the scalar product
with < n|. The left hand side vanishes identically, whereas the right hand side
yields the second order contribution

E2 =< n|V |ψ1
n >=

∑

m

< n|V |m > cmn =<
| < m|V |n > |2
E0

n − E0
m

(6.24)

We can now summarize our results to second order in ǫ

E = E0
n + ǫ < n|V |n > +ǫ2

∑

m 6=n

<
| < m|V |n > |2
E0

n − E0
m

|ψ > = |n > +
∑

m

< m|V |n >
E0

n − E0
m

|m > (6.25)

The second order contribution to the eigenvector can bed determined in a
straightforward manner.

6.3 Perturbation Theory for Degenerate States

Example:
(

E0 ǫw
ǫw E0

)

(6.26)

Characteristic equation:

(E − E0)
2 − ǫ2w2 = 0 (6.27)

E = E0 ± ǫw (6.28)

General: Finite dimensional subspace

H0|n, α >= E0
n|n, α > (6.29)

Ansatz:
|ψ >=

∑

α

cnα|nα > +ǫ
∑

k 6=n

|kβ > +.. (6.30)

ǫW
∑

α

cnα|nα >= ǫE1
n

∑

α

cnα|nα > (6.31)

Projection
∑

α

[< nα|W |nβ > −E1
nδα,β ]cnα = 0 (6.32)
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Atoms in Electric Field

7.1 Application of Perturbation Theory

We consider the Hamilton operator of a Hydrogen atom in an electric field

H = H0 + er · E (7.1)

In order to approximately determine the energy levels we take the direction
of the electric field as the z-direction and introduce spherical coordinates. As
a result we obtain

H = H0 + ercosθE (7.2)

As we have seen in the section on time independent perturbation theory
the various corrections are related to the matrix elements

< nlm|V |n′l′m′ >=< nlm|rcosθ|n′l′m′ > (7.3)

where the eigenfunctions of the Hamilton operator H0 are denoted by

|nlm >= Rnl(r)Y
m

l (θ, ϕ) (7.4)

The explicit expression for the matrix elements

< nlm|rcosθ|n′l′m′ > =

∫ ∞

0

r2dr

∫ π

0

sinθdθ

∫ 2π

0

dϕRnl(r)rRn′ l′(r)

× Y m
l (θ, ϕ)∗cosθY m′

l′ (θ, ϕ) (7.5)

explicitly shows that the integrals factorizes according to

< nlm|V |n′l′m′ >= Mlm,l′m′Knl,n′l′ (7.6)

where the matrix elements Mlm,l′m′ involves integration with respect to the
variables Θ, ϕ
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Mlm,l′m′ =

∫ π

0

sinθdθ

∫ 2π

0

dϕY m
l (θ, ϕ)∗cosθY m′

l′ (θ, ϕ) (7.7)

and a matrix element in volving the integral

Knl,n′l′ =

∫ ∞

0

r2drRn′l′(r)rRnl(r) (7.8)

It is convenient to represent cosθ as a spherical harmonics according to

cosθ =

√

4π

3
Y 0

1 (θ, ϕ) (7.9)

As a consequence, one has to evaluate the integrals

Mlm,l′m′ =

∫ π

0

sinθdθ

∫ 2π

0

dϕY m
l (θ, ϕ)∗Y 0

1 (θ, ϕ)Y m′

l′ (θ, ϕ)

= < Y m
l |Y m′

l′ Y 0
1 > (7.10)

We emphasize that this matrix element is an example of a Clebsch-Gordon

coefficient.
Due to the fact that

Y m
l = eimϕLlm(cosθ) (7.11)

where Llm are polynomial functions of cos θ we immediately obtain the selec-
tion rule with respect to the quantum number m:

Mlm;l′m′ = δm,m′Mlm;l′m′ (7.12)

Furthermore, there are selection rules with respect to l,l’. It can be shown
that Mlm,l′m′ is different from zero only in the cases

l = l′ + 1 l = l′ − 1 (7.13)

7.2 Stark Effect of the Ground State n=1,l=0

We remind the reader that

Y 0
0 (θ, ϕ =

1√
4π

(7.14)

As a consequence, the matrix element

Ml,m;00 = δm,0

∫ π

0

sinθdθ

∫ 2π

0

dϕY m
l (θ, ϕ)∗

√

4π

3
Y 0

1 (θ, ϕ)
1√
4π

= δl,1δm,0
1√
3

(7.15)
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can be evaluated using the orthogonality condition of the spherical harmonics:

< Y m
l (θ, ϕ)Y m′

1 (θ, ϕ) = δll′δmm′ (7.16)

In order to apply perturbation theory we have to consider the following
matrix elements which are given by the following integrals:

< nlm|rcosθ|100 >= δl,1δm,0
1√
3

∫ ∞

0

r2drRn1rR10 (7.17)

We are now in the position to determine the corrections to the ground
state |1, 0, 0 > of the hydrogen atom. The first order contribution vanishes

E1
100 =< 100|rcosθ|100 >= M00,00K10,10 = 0 (7.18)

since M00,00 = 0, according to (7.17). As a result, the ground state of the
hydrogen atom does not exhibit the linear Stark effect.

We proceed to calculate the second order correction to the energy eigen-
value E0

1 , which is given by

E2
100 = e2E2

∑

n,l

| < nl0|rcosθ|100 > |2
E100 − Enl0

(7.19)

Due to the selection rule (7.17) only the matrix elements with l=1 contribute
and we obtain explicitly

E2
100 = e2E2

∑

n

1

3

|Kn1,10|2
E100 − Enl0

(7.20)

with the integrals

Kn1,00 =

∫ ∞

0

r2drrRn1(r)R10(r) (7.21)

involving the (normalized) radial functions of the Hydrogen problem.
Taking the contribution with n=2 and neglecting the contirbutions from

the higher order functions Rn1(r) we obtain our final estimate for the second
order contirbutions

E
(2)
100 = −9

4
a3

BE
2e2 (7.22)

We can summarize: The ground state of the Hydrogen atom exhibits the
quadratic Stark effect.

7.2.1 Induced Dipole Moment

Energy of a dipol in the electric field:
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∆E = −
∫

d(E)dE = −α
2
E2 = −d

2
E (7.23)

As a consequence:

< d >=
9

2
Ea3

B (7.24)

Polarization

P = ρ < d >= χeE (7.25)

7.3 Linear Stark Effect

The linear Stark effect arises for the case of a degenerate energy level. We
consider the states with principal quantum number n = 2. The energy level
E0

2 = −Ry/4 is fourfold degenerate and we denote the corresponding eigen-
states by |nα >, according to our notation in the section on perturbation
theory:

|2, 1 > = |2, 0, 0 >
|2, 2 > = |2, 1, 0 >
|2, 3 > = |2, 1, 1 >
|2, 4 > = |2, 1,−1 > (7.26)

In order to calculate the splitting of the degeneracy by the external electric
field we have to calculate the matrix elements

< 2α|rcosθ|2β > (7.27)

Due to selection rules only the matrix elements

< 22|rcosθ|20 >= W =< 20|rcosθ|22 > (7.28)

is different from zero. It is explicitly given by

W = M10,00K21,20 (7.29)

with

M10,00 =
1√
3

(7.30)

and

K21,20 =

∫

r2drrR20(r)R21(r) =

∫ ∞

0

r2dr
2√

3(2a)3
e−r/a(1 − r

a
)
r

a
r (7.31)

The radial wave functions are given by
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R20 =
2

(2a)3/2
(1 − ρ)e−ρ/2

R21 =
1√
3

1

(2a)3/2
ρe−ρ (7.32)

a: Bohr’s radius
As a consequence we obtain

W = 3eaE (7.33)

Let us now consider the perturbation theory in first order. We make the
following ansatz for the eigenvector

|ψ > =

4
∑

α=1

cα2 |2α >

= c1|200 > +c2|210 > +c3|211 > +c4|21 − 1 > (7.34)

We obtain the following eigenvalue problem

4
∑

β=1

< 2α|V |2β > cβ2 = E1
2c

α
2 (7.35)

Explicitly,








0 W 0 0
W 0 0 0
0 0 0 0
0 0 0 0

















c1
c2
c3
c4









= E1
2









c1
c2
c3
c4









(7.36)

This linear set of equations has only nontrivial solutions for eigenvalues
E1

2 determined by the characteristic equation

Det[< 2α|V |2β > −E1
2δαβ] = 0 (7.37)

The characteristic equation reads

(E1
2)2(E1

2 −W 2) = 0 (7.38)

with the four roots

E1
2 = 0 , E1

2 = 0 , E1
2 = W , E1

2 = −W (7.39)

In first order the energy eigenvalues split into three groups. The states
|2, 1, 1 > and |21 − 1 > remain degenerate and there is not change of the
eigenvalue in lowest order. The states |210 > and |200 > are coupled by the
external field and the energy eigenvalues split:

E1 = 3eaE |ψ >=
1√
2
[|210 > +|200 >]

E2 = −3eaE |ψ >=
1√
2
[|210 > −|200 >] (7.40)

The corresponding eigenstates (to lowest) order are linear superpositions.
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7.3.1 Convergence of Perturbation theory
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Variational Approximation:
Rayleigh-Ritz-Method

8.1 General Treatment

We consider a Hermitian Operator L, which has a minimal eigenvalues λmin.
The Rayleigh-Ritz-Method allows one to determine approximations to the
eigenvalues λi and eigenfunctions ϕi of the linear eigenvalue problem

L|ϕi >= λi|ϕi > (8.1)

It is based on the following optimization problem.
We consider an arbitrary vector |ψ >, which is normalized:

< ψ|ψ >= 1 (8.2)

and calculate the expectation value of the operator L:

< ψ|L|ψ >=< L > (8.3)

This expectation value depends on the choosen function |ψ >, i.e. it is a
functional. This functional maps a vector |ψ > onto a real value < L >. We
can now pose the question, which vector |ψ > of the Hilbert space, which is
normalized according to (8.2), minimalizes the functional < L >.

In order to solve this problem we consider the following functional:

V =< ψ|L|ψ > +λ(1− < ψ|ψ >) (8.4)

The so-called Lagrange multiplier λ has been included for the following reason.
The vectors |ψ > have to be normalized. This should be kept in mind when
varying the vectors |ψ >. On the other hand, we can allow for arbitrary, i.e.
not normalized vectors, by introducing a secondary term to the functional,
which contains a free parameter λ.

For the following we assume that there is a single extremal vector, which
we shall denote as |ϕ >. We consider deviations from this extremal vector:
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|ψ >= |ϕ > +ǫ|δϕ > (8.5)

Inserting this ansatz we obtain the functional

V =< ϕ|L|ϕ > + λ(1− < ϕ|ϕ >)

+ ǫ < δϕ|L|ϕ > − < δϕ|ϕ >)

+ ǫ < Lϕ|δϕ > − < ϕ|δϕ >) +O(ǫ2) (8.6)

We have neglected terms of order ǫ and have already taken into account that
L is a Hermitian operator: L = L†.

In order that |ϕ > actually is an extremalizing vector, the terms of first
order in ǫ have to vanish. Since the variation |δϕ > is completely arbitrary,
we obtain the condition

L|ϕ >= λ|ϕ > (8.7)

which defines the extremal vector, ϕ >. This shows that the Lagrange mutli-
plier is an eigenvalue of the operator L and |ϕ > is the corresponding eigen-
vector.

8.1.1 Approximate Solutions of the Variational Problem

The variational formulation (8.4) of the eigenvalue problem (8.7) suggests to
make an ansatz for solution in terms of the trial function |ψ >. One chooses
a class of vectors depending on parameters α1, .., αN

|ψ >= |ψ(α1, .., αN ) > (8.8)

The functional (8.4) then becomes a function of the parameter set αi:

V (α1, .., αN ) = < ψ(α1, .., αN )|L|ψ(α1, .., αN ) >

+ λ(1− < ψ(α1, .., αN )|ψ(α1, .., αN ) >) (8.9)

The minimum of this function can be determined from the set of algebraic
equations

∂

∂αi
V (α1, .., αN ) = 0 , i = 1, .., N (8.10)

8.1.2 Application: Hamilton-Operator

We consider now the case where L is the Hamilton operator. In this case, there
is an eigenstate with minimal energy E.
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Harmonic Oscillator

We exemplify the variational principle for the case of the harmonic oscillator.
As trial function we use

ψ = Ne−
β

2
x2

= (
β

π
)1/4e−

β

2
x2

(8.11)

The ansatz is already normalized. The following formula’s are helpful
∫ ∞

−∞
e−βx2

=

√

π

β
∫ ∞

−∞
x2e−βx2

=
1

2

√

π

β3
(8.12)

We have to calculate the expectation value for the energy

E =

∫

dxψ(x)[− h̄2

2m

d2

dx2
+
mω2

2
x2]ψ(x) (8.13)

We use

ψ′ = −βxψ
ψ′′ = −βψ + β2x2ψ (8.14)

and obtain

E(β) =

∫ ∞

−∞
dx[− h̄2

2m
(−β + β2x2)ψ2 +

mω2

2
x2ψ2]

=
h̄2β

2m
+

√

π

β
(
mω2

2
− h̄2

2m
β2]

=
h̄2

4m
β +

mω2

4

1

β
(8.15)

We now consider the variation of E(β)

∂E

∂β
=

h̄2

4m
− mω2

4β2
(8.16)

The result is

β =
mω

h̄
, E =

h̄ω

2
(8.17)

and we obtain the exact energy and eigenfunction of the ground state of the
harmonic oscillator.

8.1.3 Higher Eigenvalues

Higher eigenvalues and eigenvectors can be calculated approximately by per-
forming an ansatz, which is orthogonal to the approximate ground state |ϕ0 >.
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Time Dependent Perturbation Theory

9.0.4 Motivation

In the following section we consider a time dependent perturbation:

ih̄|ψ̇ >= [H0 + ǫW (t)]|ψ > (9.1)

Such types of problems arises when an atom is exposed to time dependent
electric or magnetic fields. In this case, one is interested in the transition
probabilities between two eigenstates of the Hamiltonian H0.

In the following we assume that the energy eigenvalues En and the eigen-
states |n > of the unperturbed energy eigenvalue problem

H0|n >= En|n > (9.2)

are known explicitly. In order to determine the transition probability Pnm

between the initial state —m¿ and the final state —n¿, we have to solve the
time dependent Schrödinger equation (9.1) with the initial condition

|ψ(t = 0) >= m (9.3)

The probability to find the quantum system in the eigenstate |n > at time t
is then given by the projection of the state vector |ψ(t) > onto the eigenstate
|n >:

Pnm(t) = | < n|ψ(t) > |2 (9.4)

The transition probability can be used to determine the transition rate

pn←m =
Pnm(t)

t
(9.5)

It is expected that this transition rate tends to a constant value in the long
time limit t → ∞.



76 9 Time Dependent Perturbation Theory

9.0.5 Transition to the Interaction Picture

The central quantity is the wave function at time t with initial condition
ψ(0) >= |m >. It is convenient to proceed to the interaction picture. The
Schrödinger equation in the interaction picture reads

ih̄
∂

∂t
|ψI(t) >= ǫWI(t)|ψI(t) > (9.6)

The interaction term has the form

WI(t) = e
i
h̄

H0tW (t)e−
i
h̄

H0t (9.7)

The state vector has the form

|ψ(t) >= e−
i
h̄

H0t|ψI(t) > (9.8)

and we can read off the initial conditon

|ψI(0) >= |m > (9.9)

The Schrdinger equation in the interaction picture can be solved iteratively
by the transformation to the integral equation

|ψI(t) >= |m > +ǫ
1

ih̄

∫ t

0

dt′WI(t
′)|ψI(t

′) > (9.10)

Iteration of this relation yields

|ψI(t) > = |m > +ǫ
1

ih̄

∫ t

0

dt′WI(t
′)|m >

+ ǫ2
1

(ih̄)2

∫ t

0

dt′
∫ t′

0

dt′′WI(t
′)WI(t

′′)|ψI(t
′′) > (9.11)

Further iteration yields the Dyson series

|ψI(t) > = |m > +ǫ
1

ih̄

∫ t

0

dt1WI(t1)|m >

+ ǫ2
1

(ih̄)2

∫ t

0

dt1

∫ t1

0

dt2WI(t1)WI(t2)|m >

+ ǫk
1

(ih̄)k

∫ t

0

dt1...

∫ tk−1

0

dtkWI(t1)....WI(tk)|m > +... (9.12)

Formally, the Dyson series is usually written as the so-called time ordered

exponential

U(t, t0) = Te
− i

h̄
ǫ
∫

t

t0

dt′WI (t′)
(9.13)
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The matrix element < n|ψ(t) > can be written in the form

< n|ψ(t) > = < n|e− i
h̄

H0t|ψI(t >

= < n||e− i
h̄

H0tTe
− i

h̄
ǫ
∫

t

t0

dt′WI (t′)|m > (9.14)

with the first order approximation

< n|ψ(t) > = < n|e− i
h̄

H0t[1 +
1

ih̄
ǫ

∫ t

0

dt′WI(t
′)]|m > +O(ǫ2)

= e
i
h̄

E0

nt[< n|m > +ǫ
1

ih̄

∫ t

0

dt′ < n|WI(t)|m > (9.15)

We consider n 6= m and obtain for the transition probability

Pnm = ǫ2
1

h̄2

∫ t

0

dt′
∫ t

0

dt′′ < n|WI(t
′)|m >< m|WI(t

′′)|n > (9.16)

9.0.6 Fermi’s Golden Rule

Time independent Perturbation

For the time independent perturbation we obtain

∫ t

0

dt′ < m|e i
h̄

H0twe−
i
h̄

H0t|n > =

∫ t

0

dt′eiωmnt < m|w|n >

=
[eiωmnt − 1]

iωmn
< m|w|n > (9.17)

Thereby, we have introduced

ωmn =
Em − En

h̄
(9.18)

As a consequence, the transition rate reads

pnm = limt→∞
Pnm(t)

t
= | < m|w|n > |22 [1 − cosωmnt]

ω2
mnt

= | < m|w|n > |2 sin
2 ωmn

2 t

(ωmn

2 )2t
(9.19)

The function
sin2 ωmn

2
t

(ωmn/2)2t gets sharply peaked at ωmn = 0 for large times. In

fact,

2πδ(ω) =
sin2 ω

2 t

(ω
2 )2t

(9.20)

Therefore, there are only transitions with En = Em
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We now consider transitions for the case of a continuous energy spectrum.
Then

pnm =

∫

dEδ(ω − ωm)
2π

h̄2 | < m|w|n > |2

= ρ(Em)
2π

h̄
| < m|w|n > |2 (9.21)

where we have defined the density of states

ρ(Em) =

∫

dEδ(E − Em) (9.22)

Harmonic Perturbation

For the following we assume that the perturbation is periodic in time

W (t) = wcosωt =
1

2
[weiωt + w†e−iωt] (9.23)

Here, w is and operator, w† denotes the adjoint operator. The perturbationa
W (t) is hermitian.

The matrix element < m|WI(t)|m > in the interaction picture then takes
the form

< m|WI(t)|n > = < e−
i
h̄

H0tm|W (t)|e− i
h̄

H0t >

=
1

2
eiωmnt[< m|w|n > eiωt+ < m|w†|n > e−iωt] (9.24)

Therby, we have defined the frequency difference

ωmn =
Em − En

h̄
(9.25)

We calculate the time integral

∫ t

0

dt′
1

2
eiωmnt < m|w|n > [eiωt + e−iωt]

=
1

2
< m|w|n > (

[ei(ωmn+ω)t − 1]

i(ωmn + ω)

+
[ei(ωmn−ω)t − 1]

i(ωmn − ω)
) (9.26)

As a consequence, we obtain

Pnm =
ǫ2

4h̄2 | < n|w|m > |2

× [|F (ω)|2 + |F (−ω)|2 + F (ω)F (−ω)∗ + F (−ω)F (ω)∗] (9.27)



9 Time Dependent Perturbation Theory 79

where we have defined

F (ω) =
[ei(ωmn−ω)t − 1]

i(ωmn − ω)
(9.28)

such that

|F (ω)|2 =
2

(ωmn − ω)2
[1 − cos(ωmn − ω)t] = 4

sin2 (ωmn−ω)
2 t

(ωmn − ω)2
(9.29)

The transition rate then reads

pnm = limt→∞
Pnm

t

=
ǫ2

h̄2 | < n|w|m > |2[ sin
2 (ωmn−ω)

2 t

( (ωmn−ω)
2 )2t

+
sin2 (ωmn+ω)

2 t

( (ωmn+ω)
2 )2t

] (9.30)

Again , we use the representation of the δ-function

2πδ(ω − ωmn) = [
sin2 (ωmn−ω)

2 t

( (ωmn−ω)
2 )2t

(9.31)

In the long time limit the transition rate gets only significant contributions
provided

|ωnm + ω| < 2π

t
, |ωnm − ω| < 2π

t
, (9.32)

We consider again transitions to a continuous spectrum. Then,

pnm = 2π
ǫ2

h̄
| < n|w|m > |2δ(ω − ωnm) (9.33)

Using the relation

δ(E − enm) =
1

h̄
δ(ω − ωnm) (9.34)

we obtain:

pnm =
2πǫ2

h̄
| < n|w|m > |2δ(E − Enm) (9.35)

If we have introduce the energy density of states

ρ(E − E0)dE0 (9.36)

i.e. ρ(E−E0)dE0 calculates the number of states in the interval dE0, then an
integration of () with respect to E yields

pnm =
2πǫ2

h̄
| < n|w|m > |2ρ(Enm) (9.37)

This is expression is usually denoted as Fermi’s golden rule.
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9.0.7 Radiation Transitions: Selection Rules

We now consider the Hydrogen atom in an external electromagnetic field. The
Hamilton operator is just

H = H0 − d · E = H0 +

∫

dωer · [E0(ω)e−iωt + E∗0(ω)eiωt] (9.38)

The transition rate is then given by

pnm = 2π
ǫ2

h̄
|〈n|r · E0|m〉2δ(E − Enm) (9.39)

We introduce the matrix elements of the dipol operator

dnm = − < n|er|m > (9.40)

and obtain the relation

pnm = 2π
1

h̄
|dnm · E(ωnm)|2ρ(Enm) (9.41)

The matrix element dnm is related to the selection rules. A transition
between level En and Em are forbidden, provided

dnm = 0 (9.42)

It is allowed if dnm 6= 0.
We consider transitions between the eigenstates of the hydrogen atom. We

consider the z-component of the dipol moment, which is the only component,
which is necessary, since we can assume that E = Eez. Then

dnlm;n′l′m′ = −e
∫

drr2
∫

dΩ(Y m
l )∗cosθY m′

l′ Rnl(r)rRn′ l′(r)

=

∫

dΩ(Y m
l )∗cosθY m′

l′

∫

drr2Rnl(r)rRn′l′(r) (9.43)

The integral factorizes. Integration with respect to the angles yields

∫

dΩ(Y m
l )∗cosθY m′

l′ ≈ δm,m′δl,l′±1 (9.44)

Allowed transitions are obtained only between states with l, l ± 1.
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Electromagnetic Field: Quantization

In this section we perform the quantization of the free electromagnetic field. To
this end we consider a box of volume V assuming periodic boundary conditions
for the fields.

10.1 The Classical Electromagnetic Field

In the classical theory the electromagnetic field is determined by Maxwell’s
Equations:

∇ · E = 0

∇× E = − ∂

∂t
B

∇ · B = 0

∇× B =
1

c2
∂

∂t
E (10.1)

The energy density takes the form

u =
1

2
[E · D + B ·H

=
ǫ0
2

[E2 + c2B2] (10.2)

The energy contained in a volume V is just given by

E =

∫

V

dxu(x, t) (10.3)

The energy density u(x, t) obeys the continuity equation

∂

∂t
h(x, t) + ∇x · S(x, t) = 0 (10.4)



82 10 Electromagnetic Field: Quantization

S(x, t) denotes the Poynting vector

S = E× H =
1

µ0
[E× B] (10.5)

It is convenient to introduce the electromagnetic potentials A, Φ via the
relations

B = ∇× A

E = −∇Φ− Ȧ (10.6)

In the following we shall use the gauge Φ = 0, the so-called radiation gauge.
In this case the electromagnetic energy density takes the form

u =
ǫ0
2
{(Ȧ)2 + c2[∇× A]2} (10.7)

10.1.1 Periodic Boundaries: Cavity

We investigate the free electromagnetic field in a cavity of volume V. (For
the sake of simplicity we consider a cube of length L). We postulate periodic
boundary conditions. In that case we can represent the vector potential as a
Fourier series

A(x, t) =
1√
V

∑

k

2
∑

j=1

ej(k)N(k)Ak,j(t)e
ik·x (10.8)

Transversality condition, ∇ ·A = 0, requires

k · ej(k) = 0 (10.9)

Furthermore, we take
e1(k) · e2(k) = 0 (10.10)

The normalization constant N(k) will be fixed below.
Periodic boundary conditions require

k =
2π

L
[lx, ly, lz] , li = −∞, ...,−1, 0, 1, ..+ ∞ (10.11)

As a consequence the electric field and the magnetic induction also are
represented as Fourier series:

E(x, t) = −Ȧ(x, t) = − 1√
V

∑

k

2
∑

j=1

ej(k)N(k)Ȧk,j(t)e
ik·x (10.12)
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B(x, t) = ∇× A(x, t) =
1√
V

∑

k

2
∑

j=1

i[ej(k) × k]N(k)Ak,j(t)e
ik·x (10.13)

The energy of the free electromagnetic field in a volume V with periodic
boundary conditions reads

E =
ǫ0
2

∑

k

2
∑

j=1

N(k)2
(

Ȧk,jȦ−k,j + c2k2Ak,jA−k,j

)

(10.14)

This follows from the fact that

∑

k

∑

k′

N(k)N(k′)

∫

dxCkej(k) · el(k
′)Ck′

ei(k+k′)·x

V

=
∑

k

C−kN(k)2Ckej(k) · el(−k) (10.15)

The amplitudes Ak,j obey the wave equation

1

c2
∂2

∂t2
Ak,j + k2Ak,j = 0 (10.16)

whose solution is
Ak,j = N [bk,je

−iωkt + b†−k,je
iωkt] (10.17)

This ansatz ensures that the vector potential, and, in turn, the electric and
magnetic fields, are real quantities.

For a proof we consider

A(x, t) =
1√
V

∑

k

2
∑

j=1

ej(k)N(k)[bk,je
−iωkt + b†−k,je

iωkt]eik·x (10.18)

Taking the complex conjugate, we obtain

A(x, t) =
1√
V

∑

k

2
∑

j=1

ej(k)N(k)[b∗k,je
iωkt + b−k,je

−iωkt]e−ik·x (10.19)

Replacing k with −k in the sum over k we can explicitly proof that ansatz
leads to a real vector potential.

We are now in the position to explicitly determine the electromagnetic
energy in terms of the amplitudes ak,j a†k,j . A straightforward calculation
yields

H =
1

2

∑

k

2
∑

j=1

h̄ωk[bk,jb
†
k,j + b†k,jbk,j] (10.20)

Thereby, we have choosen the normalization constant N(k) as
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N(k) =

√

h̄

2ǫ0ωk
(10.21)

The vector potential, the electri and magnetic fields read

A(x, t) =
∑

k

∑

j

√

h̄

2ǫ0ωk
ej(k)

[

bk,je
−iωkteik·x + b†k,je

iωkte−ik·x
]

E(x, t) = −i
∑

k

∑

j

√

h̄ωk

2ǫ0
ej(k)

[

bk,je
−iωkteik·x − b†k,je

iωkte−ik·x
]

B(x, t) =
∑

k

∑

j

√

h̄

2ǫ0ωk

× i[ej(k) × k]
[

bk,je
−iωkteik·x − b†k,je

iωkte−ik·x
]

(10.22)

10.1.2 Hamiltonian Formulation: Free Electromagnetic Field

It is possible to extend the Hamilton formalism of classical mechanics to the
treatment of the classical free electromagnetic field. To this end we consider
H to be the Hamilton function of the free electromagnetic field. The canonical
equations should produce the evolution equations

ḃk,j = −iωkbk,j

ḃ†k,j = iωkb
†
k,j (10.23)

These evolution equations can be obtained via the canonical equations

ḃk,j = −i ∂

∂b†k,j

H

ḃ†k,j = i
∂

∂bk,j
H (10.24)

We can convince ourselves that the canonical equations lead to the correct
evolution equations for the classical mode amplitudes bk,j, b

†
k,j

We can summarize: The free electromagnetic field can be described as a
collection of harmonic oscillators described by the complex amplitudes bk,j,

b†k,j. Each amplitude corresponds to a field mode with polarization ej(k),
j = 1, 2.

10.2 Quantization of the Electromagnetic Field

The quantization of the electromagnetic field as a collection of noninteract-
ing harmonic oscillators is based on the quantization procedure of the single
harmonic oscillator.
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We consider the amplitudes bk,j, b
†
k,j as creation and annihilation operators

obeying the following commutation rules

[bk,i, b
†
k′,j ] = δk,k′δij

[bk,i, bk′,j ] = 0
[

b†k,i, b
†
k′,j

]

= 0 (10.25)

The Hamilton operator of the free electromagnetic field then can be written
in terms of the creation and annihilation operators as

H =
∑

k

∑

i

h̄ωk[b†k,ibk,i +
1

2
] (10.26)

As a basis of the corresponding Hilbert space we take

|...nk,j....nk′,j′ ... >= ....
1

√

nk,j !
(b†

k,i)
nk,j ....

1
√

nk′,j′ !
(b†

k′,j)
n
k′,j′ |0 > (10.27)

The basis vectors describe states with nk,j photons with wave vector k and
polarization j.

The electric and magnetic fields become operators. We obtain

E(x, t) = −
∑

k,j

√

h̄ωk

2ǫ0
ej(k)eik·xi[bk,je

−iωkt − b†−k,je
iωkt]

B(x, t) =
∑

k,j

√

h̄

2ǫ0ωk
i[ej(k) × k]eik·x[bk,je

−iωkt − b†−k,je
iωkt] (10.28)
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Absorption, Induced, and Spontaneous
Emission

11.1 Einstein’ s Derivation of Planck’s Formula

This formula determines the total energy of the electromagnetic field per unit
volume in terms of the energy densities u(ν, T )

U =

∫

dνu(ν, T ) =

∫

dk
c

2π
u(k, T )

=
1

V

c

2π

∑

k

nk(T )h̄ωk (11.1)

Thereby, the sum in the last expression is approximated by the integral

∑

k

... =
V

(2π)3

∑

k

∆3k... =
V

(2π)3

∫

d3k... (11.2)

and the integral is evaluated in spherical coordinates

∫

d3k =

∫

dkk2

∫

dΩ (11.3)

Planck presented the following formula for the spectral energy density
u(ν, T ):

u(ν, T ) = 2
8πhν3

c3
1

e
hν
kT − 1

(11.4)

In the following we discuss Einstein’s derivation of Planck’s formula for
black body radiation.

He considered two-level system with energy levels En > Em. He postu-
lated that the radiation field is in equilibrium with the set of two-level atoms,
contained e.g. in the walls of a black body. He hypothezised the existence of
the following processes:
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• Absorption: A two level atom absorbs a photon with frequency ω =
En−Em

h̄ . The transition rate is given by

dPA
nm

dt
= Bnmu(ν, T ) (11.5)

Here, u(ν, T ) denotes the energy density of the electromagnetic field
• Stimulated Emission: A two level atom emittes a photon with frequency

ω = En−Em

h̄ . The transition rate of this process is given by

dP IE
mn

dt
= Bmnu(ν, T ) (11.6)

Stimulated emission is the process inverse to absorption. Therefore, tran-
sition rate contains the coefficients Bnm in reverse order.

• Spontaneous Emission: A two level atom in the upper state emits spon-
taneously a photon. The transition rate is given by

dPSE
nm

dt
= Anm (11.7)

The transition rate is assumed to be independent on the energy density of
the electromagnetic field.

In thermal equilibrium we have a balance of the three processes. The num-
ber of atoms emitting a photon per unit time has to equal the number of atoms
absorbing a photon per unit time. The number of atoms absorbing a photon
is given by the transition rate times the number of atoms Nm in the ground
state Em.

Nm
dPA

nm

dt
(11.8)

The number of atoms emitting a photon is give by the sum of the transition
rates of induced and spontaneous emission times the number of atoms Nn in
the excited state En:

Nn[
dPSE

mn

dt
+
dP IE

mn

dt
] (11.9)

In thermodynamic equilibrium the number of absorbed and emitted photons
have to be equal:

Nm
dPA

nm

dt
= Nn[

dPSE
mn

dt
+
dP IE

mn

dt
] (11.10)

As a consequence,

NmBnmu = Nn[Bmnu+Amn] (11.11)

and we can solve for the energy density u

u(ν, T ) =
Amn

Bnm

1
Nm

Nn
− 1

(11.12)
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The temperature enters via the ratio Nm

Nn
. In thermal equilibrium, however,

we have

Nm

Nn
= eβh̄ω = ehν/kT (11.13)

and we obtain Planck’s radiation formula

u(ν, T ) =
Amn

Bnm

1

eβhν − 1
(11.14)

The fraction Amn

Bnm
can be obtained from Wien’s law.

11.2 Quantum Mechanical Treatment

We start by considering the Hamilton operator, which is the sum of the Hamil-
ton operator of the free electromagnetic field and the two-level atom, described
by H0.

H = H0 + d ·E (11.15)

We consider a single field mode, for which the electric field operator is given
by

E(x, t) = −ie
√

h̄ωk

2ǫ0
[bke

−iωkteik·x − b†ke
iωkte−ik·x] (11.16)

Provided the wavelength λ = π
k is larger than the size of the atom, i.e.

larger than Bohr’s radius, we can approximate

eik·x ≈ 1 (11.17)

and obtain the Hamilton operator

H = H0 − d · e(k)

√

h̄ωk

2ǫ0
i[bke

−iωkt − b†ke
iωkt] (11.18)

We denote the states of the unperturbed Hamilton opertor H0 by

|mk,m〉 (11.19)

and consider transitions to states |nk, n〉. Perturbation theory yields

Pnm =
1

h̄2

h̄ωk

2ǫ0V
|
∫ t

0

dt′〈nkn|d · e(k)bk|mkm〉ei(ωnm−ωk)t

− 〈nkn|d · e(k)b†k|mkm〉ei(ωnm−ωk)t|2 (11.20)

This yields
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dPnm

dt
=

2π

h̄2

h̄ωk

2ǫ0V
[δ(ωnm − ωk)|〈nkn|d · e(k)bk|mkm〉|2

+ δ(ωnm + ωk)|〈nkn|d · e(k)b†k|mkm〉|2] (11.21)

The matrix elements factor:

〈nkn|d · e(k)bk|mkm〉 = 〈n|d · e(k)m〉|2〈nk|bk|mk〉
Dnm〈nk|b†k|mk〉 (11.22)

〈nkn|d · e(k)bk|mkm〉 = 〈n|d · e(k)m〉|2〈nk|b†k|mk〉
Dnm〈nk|b†k|mk〉 (11.23)

The matrix elements

〈nk|b†k|mk〉 =
√
mkδnk,mk−1

〈nk|b†k|mk〉 =
√
mk + 1δnk,mk+1 (11.24)

Thereby, we have used the fact that

bk|mk〉 =
√
mk|mk − 1〉

b†k|mk〉 =
√
mk + 1|mk + 1〉 (11.25)

11.3 Transition Rate: Absorption and Emission

11.3.1 Absorption

According to Fermi’s golden rule, the transition rate of absorption is

dPnk−1,n;nk,m

dt
=

2π

h̄
|Dnm|2 1

2ǫ0V
nkh̄ωkδ(Ek − Enm) (11.26)

11.3.2 Emission

Now we determine the transition rate for emission of a photon

dPnk+1,m;nk,n

dt
(11.27)

The transition rate reads

dPnk+1,m;nk,n

dt
=

1

2h̄ǫ0V
δ(Ek − Enm)|Dnm|2(nk + 1)h̄ωk (11.28)

As we see, there are two contributions. The part due to stimulated emission
is given by
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dP IE
nk+1,m;nk,n

dt
=

1

2h̄ǫ0V
δ(Ek − Enm)|Dnm|2nkh̄ωk (11.29)

The contribution of spontaneous emission is

dPSE
nk+1,m;nk,n

dt
=

1

2h̄ǫ0V
δ(Ek − Enm)|Dnm|2h̄ωk (11.30)

The transition rates are

win =
1

2h̄ǫ0V
|Dnm|2nkh̄ωk

wspo =
1

2h̄ǫ0V
|Dnm|2h̄ωk (11.31)

We see that the rate of stimulated emission is, indeed proportional to nkh̄ωk,
i.e. proportional to the spectral energy density.

11.3.3 Determination of the Einstein Coefficients Anm, Bnm

We now determine Planck’s radiation formula. To this end we have to to relate
the energy density of the modes with wave-vector k = |k|

uk =
1

V
nkh̄ωk (11.32)

to the spectral energy density u(ν).
We perform the continuum limit

∑

k

=
V

(2π)3

∫

d3k =

∫

dkk2

∫

dΩ
V

(2π)3
(11.33)

We introduce the density uk by averaging over all wave vectors with mod-
ulus k:

uk =
V

(2π)3

∫

dΩ
1

V
k2nkh̄ωk

=
1

(2π)3
k2nkh̄ωk4π (11.34)

The factor 4π stems from averaging over a sphere in k-space. Now, the spectral
energy density is

u(ν)dν = ukdk (11.35)

which yields, using 2πν = ck,

u(ν) = uk
dk

dν
= uk

2π

c
=

4π

c3
ν2nkh̄ωk (11.36)

As a consequence we obtain
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Amn

Bnm
=

h̄ω

nkh̄ωk
u(ν)

=
4π

c3
ν2hν (11.37)

Since there are two different polarizations we finally obtain the ratio

Amn

Bnm
=

8π

c3
ν2hν (11.38)

and, in turn, Planck’s formula:

u(ν) =
8π

c3
ν2hν

1

ehν/kT − 1
(11.39)

11.4 Interaction of Two-Level Atoms with Light

11.4.1 Two-Level Systems

In this subsection we are interested in the dynamical behaviour of a two-
level system under the influence of an external perturbation W (t). The time
dependent Schrödinger equation reads

ih̄|ψ̇(t)〉 = [H0 +W ]|ψ(t)〉 (11.40)

The ansatz
|ψ(t)〉 = c1(t)|1〉 + c2(t)|2〉 (11.41)

leads us to the set of equations

ċ1 = −iω1c1 +H12(t)c2

ċ2 = −iω2c2 +H21(t)c1 (11.42)

with the definitions

ωi =
Ei

h̄
, Hij =

1

ih̄
〈i|W |j〉 (11.43)

Now, we can switch to the interaction picture

d

dt
c̃1 = ei(ω1−ω2)tH12(t)c̃2

ḋdtc2 = ei(ω2−ω1)tH21(t)c̃1 (11.44)

We assume that the time dependence of the perturbation is harmonic in
time,

Hij = hije
−iωt + h∗ije

iωt (11.45)

such that we obtain
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d

dt
c̃1 = [ei(ω1−ω2−ω)th12(t) + ei(ω1−ω2+ω)th∗12(t)]c̃2

d

dt
c̃2 = [ei(ω2−ω1−ω)th21(t) + ei(ω2−ω1+ω)th∗21(t)]c̃1 (11.46)

We perform the rotating wave approximation.
This leads us to

d

dt
c̃1 = = h12c̃2

d

dt
c̃2 = h∗21c̃1 (11.47)

and the solution is

c̃1 = NcosΩt

c̃2 = N
h∗21
Ω
sinΩt (11.48)

with
Ω2 = h12h

∗
21 (11.49)

and the normalization constant

N = 1 (11.50)

The transition probability is then given explicitly by

|c2|2 = sin2Ωt (11.51)

11.4.2 Semiclassical Treatment

We consider a single atom and assume that the interaction with the electro-
magnetic field only involves two energy states. Such an atom is described by
the Hamilton-operator

H = H0 − E · Θ . (11.52)

Here, we have introduced the dipole operator Θ, which in a simple picture of
an atom consisting of a single electron at distance r from a positively charged
core is given by

Θ = −er . (11.53)

An electromagnetic field may introduce a dipol moment. The contribution
of all dipol moments of the atoms in a volume element add up to form the
macroscopic polarization P (x, t) of the medium.

The unperturbed Hamiltonian H0 is assumed to possess two energy levels
E1, E2 with eigenstates |1 >, |2 >:

H0|i >= Ei|i > , i = 1, 2 . (11.54)
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The quantum mechanical state of the atom is a linear superposition of the
eigenstates |1 >, |2 >:

|ψ >= c1(t)|1 > +c2(t)|2 > (11.55)

The electromagnetic field E will introduce transitions between these states.
The dynamical evolution of the state vector |ψ > is given by the time depen-
dent Schrödinger equation:

ih̄
∂

∂t
|ψ >= [H0 − E ·Θ]|ψ > . (11.56)

Evolution equations for the amplitues ci(t) can be obtained by inserting the
ansatz into the equation (11.56) and projecting onto the both eigenstates |1 >,
|2 >:

ih̄ċ1 = E1c1 − E ·Θ12c2 ,

ih̄ċ2 = E2c2 − E ·Θ21c1 . (11.57)

Thereby, we have defined the dipole matrix elements

Θ12 =< 1|Θ|2 >= Θ∗21 (11.58)

The diagonal dipole matrix elements are assumed to vanish, which means that
the two states do not possess a permanent dipole moment:

Θ11 =< 1|Θ|1 >= Θ22 =< 2|Θ|2 >= 0 (11.59)

This is the case if the eigenstates are spherically symmetric, as can be seen
using the representation (11.53).

The following two combinations of the amplitudes c1, c2 have an immediate
physical interpretation. The atomic inversion d,

d = c∗2c2 − c∗1c1 , (11.60)

is the difference between the probabilities of finding the atom in the states
1 (|c1|2) and 2 (c2|2), respectively. If we consider an ensemble of atoms, it is
proportinal to the difference of the number of atoms in the excited and the
ground states.

The second quantity α is related to the expectation value of the dipole
moment and is defined according to:

α = c∗1c2 . (11.61)

The atomic dipole moment can be calculated as the expectation value of the
dipole operator Θ

< ψ(t)|Θ|ψ(t) >= c∗1c2Θ12 + c1c
∗
2Θ21 = αΘ12 + α∗Θ21 . (11.62)
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A set of equations for the quantities α and d directly follows from the evolution
equations for c1, c2 (ω = ω2 − ω1):

α̇ = −iωα− i

h̄
E ·Θ21d

ḋ = −2i

h̄
[E ·Θ12a− E ·Θ21α

∗] (11.63)

For the following we shall introduce the abbreviations

p+ = αΘ12 , p− = α∗Θ21 . (11.64)

The set of equations for the dynamics of the single atom in an electric field
takes the form:

d

dt
d = −2i

h̄
E · [p+ − p−] ,

d

dt
p+ = −iωp+ − i

h̄
Θ12E · Θ21d . (11.65)

Thereby, we have defined the transition frequency ω:

ω =
E2 − E1

h̄
. (11.66)

Eqs. (11.65) allow us to evaluate the dynamical behaviour of a single two level
atom with dipole moment Θ12 in an external electric field by looking at the
inversion d and the polarization p+.

11.4.3 Macroscopic Polarization and Inversion

The set of equations (11.65) describe the dynamics of a single atom. Since
we are interested in the macroscopic behaviour of laseractive materials, in
which a large number of two-level atoms participate, we introduce macroscopic
quantities:

D(x, t) =
∑

µ

dµδ(x − xµ)

P̃±(x, t) =
∑

µ

p±µ δ(x − xµ) (11.67)

Thereby, the location of an atom characterized by the index µ is denoted by
xµ. It is characterized by polarization pµ and inversion dµ .

It is convenient to introduce the new variable P according to

P = iP̃ P ∗ = −iP̃ ∗ (11.68)

This leads us to the following set of equations describing the propagation of
electromagnetic waves in a material consisting of two level atoms:
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∂

∂t
D(x, t) =

2

h̄
E(x, t) · [P (x, t) + P ∗(x, t)]

∂

∂t
P (x, t) = −iωP (x, t) +

1

h̄
E(x, t) ·Θ21Θ12D(x, t)

{∆− 1

c2
∂2

∂t2
}E(x, t) =

4πσ

c2
∂

∂t
E(x, t) +

4πi

c2
∂2

∂t2
[P(x, t) − P∗(x, t)](11.69)


